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Executive Summary 
The SHERPA consortium looked at ten case studies that would give a broad overview of the many 
ethical issues faced in current use and implementation of smart information systems (artificial 
intelligence and Big Data). Smart information systems (SIS) offer businesses, governments, 
customers, and society as a whole, great potential and opportunity to increase profits, automate 
tedious jobs, improve services, and create advancements in knowledge and innovation. However, 
there are also many potential issues and concerns raised with emerging technologies. SIS are having 
a profound ability to shape and change the way we interact with the world and it is important to 
identify ethical issues being faced in different social domains. 

While there are many cross-cutting and overarching themes and problems that need to be 
addressed in relation to the use of SIS, there are also many concerns that are domain-specific. The 
purpose of this SHERPA case study deliverable is to analyse a wide range of domains to identify the 
issues that are being faced in a number of ICT startups, research institutes, NGOs, public sector 
departments, and large ICT multinationals across Europe. This document will provide an overview of 
the process we undertook in identifying, collaborating, and constructing our case studies for this 
deliverable. It will consist of an overview of work package 1 and the ten case studies developed for 
its first deliverable, how these were chosen, and the steps taken to ensure high-quality results.  

The case studies carried out were a part of the first work package in the SHERPA project 
form a backbone for the rest of the project. Along with the scenarios (WP1.2) they ground the 
analytic and stakeholder interaction in reality, reflecting the real-world situation regarding the 
employment of Smart Information Systems (SIS). While press and academic reports can tend 
towards sensationalism and scare mongering, with these case studies SHERPA brings the first large-
scale empirically-grounded analysis of what is actually happening across a number of sectors in 
Europe, including government, health care, cybersecurity, telecommunications and insurance.  

Each case study was designed in accordance with a mutually-developed protocol, which will 
be published as part of the work package. The protocol, coupled with ongoing regular conference 
calls, ensured a consistency of standards across the case studies. This in turn allows the case studies 
to be used for comparative analysis to assess the difference in uses of SIS by, for instance, different 
smart cities and telecommunications companies. Each case study then went through at least three 
rounds of peer review before being submitted to the Workbook and submission to the ORBIT 
journal. 
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Developing 10 Case Studies in Smart 
Intelligence Systems: An Overview 
 
This overview report presents a summary of the actions taken for the SHERPA project (WP1.1). The 
case studies carried out are part of the first work package in the SHERPA project and form a 
backbone for the rest of the project. Along with the scenarios (WP1.2), they ground the analytic and 
stakeholder interaction in reality, reflecting the real-world situation regarding the employment of 
Smart Information Systems (SIS). These SIS case studies bring the first large-scale empirically-
grounded analysis of what is happening across a number of sectors in Europe, such as government, 
health care, cybersecurity, telecommunications and insurance.  

Each case study was designed in accordance to our case study protocol (section 2.4), which 
coupled with ongoing regular conference calls, ensured a consistency of standards across the case 
studies. This in turn allows the case studies to be used for comparative analysis to contrast SIS across 
an array of domains. 

This overview report describes the development of the case studies, the timeline, and 
challenges and solutions encountered along the way. The report opens with the background work 
conducted on the case studies prior to the official launch of the SHERPA project in May 2018 
(Section 1). It then looks at the development of the case study protocol, which formed the guidance 
procedure for the 10 case studies (Section 2). The report then considers how the case studies were 
conducted, in terms of both background and specific research, the interview process (Section 3), 
before turning to the qualitative analysis, report writing, and editing process (Section 4). The report 
concludes with considerations regarding challenges faced, lessons learnt and insights from the case 
study process (Section 5).  
 

1. Background: Developing Criteria 
The process of case study development began in March 2018. Having successfully won the SHERPA 
contract, attention turned to understanding what would be involved in the case study process. It 
was decided that a number of criteria needed to be established early on to ensure the successful 
development and production of ten high-quality case studies. As the work package leader, the 
University of Twente (UT), created a process to distinguish the different types of case studies that 
should be carried out, a broad literature study of the main ethical issues in Big Data and artificial 
intelligence (AI) to determine possible concerns to be uncovered and addressed in the case studies, 
and the creation of an example case study for consortium partners to follow.  
 

Several brainstorming sessions occurred at UT between March and April 2018 regarding the 
means of distinguishing the different case studies to effectively cover a broad reach of areas and 
ethical issues surrounding the use of SIS in practice (see Fig 1). One approach considered was to 
distinguish case studies by means of technical classification, and particularly by reference 
architecture.1 Hence case studies could have been distinguished along the lines of relational versus 
non-relational, batch processing versus real-time processing, or data type, to list a few examples. A 
2nd means of distinguishing case studies considered was by ‘user type’. Hence case studies could 
have been distinguished by whether the user was an individual, a business, an individual within a 
business, or a process application. The 3rd means of distinguishing the case studies was by 
                                                           
1 See https://www.ibm.com/developerworks/library/bd-archpatterns1/  
https://www.saama.com/blog/design-big-data-architecture-6-easy-steps/  
http://www2.egr.uh.edu/~zhan2/ECE6111/class/BigDataSurvey2014.pdf  

https://www.ibm.com/developerworks/library/bd-archpatterns1/
https://www.saama.com/blog/design-big-data-architecture-6-easy-steps/
http://www2.egr.uh.edu/%7Ezhan2/ECE6111/class/BigDataSurvey2014.pdf
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application domain.2 This focused on the field in which the SIS would be applied. Hence 
distinguishing features might include whether the application was a social network, a business 
system, or a part of the Internet-of-Things (IoT). 
 
Fig. 1. Image of Brainstorming at University of Twente 
 

 
 

Following further discussion, it was agreed that at the very least, case studies should include 
employees, consumers, citizens, and governments.3 The final set of case studies was then 
determined to encompass both targets and application domains, at least one case per type of data 
user, and a distribution of cases over the different technical categories. However, it was 
acknowledged that this would lead to an ideal situation, and one which may need to be tempered 
with the availability of willing case study participants. It was decided to establish a list of different 
social domains using and integrating SIS, with the attempt of covering a wide number of these areas 
within the case studies. The final agreed list of application domains can be seen in Table 1. 

 
Having agreed the ideal list of application domains, attention turned to gaining a broad 

understanding of ethical issues currently faced across these domains. A literature review was carried 
out which approached both concerns with Big Data and AI in general and at the application level, 
which will also form an integral part of SHERPA’s WP1.4. It was sent to partners to understand the 
many ethical issues surrounding SIS. Finally, a review of the technologies employed in Big Data and 
AI was also carried out, so that partners were provided with technical knowledge and understanding 
of SIS before conducting domain specific research for their case studies and also preparation for 
their interviews with experts in those areas (see WP1.4). 
 

Alongside the literature review, UT carried out a review of the applications of SIS, along with 
a review of potential consortium partners who may be suitable for working on certain social 
domains from their expertise, research areas, and interests (prior to the May 1st launch date). 
Furthermore, UT also conducted a broad domain analysis of SIS applications. Through a combination 
of desktop research and personal contact lists, UT identified a number of organisations from the 16 

                                                           
2http://www1.unece.org/stat/platform/display/bigdata/Classification+of+Types+of+Big+Data  
3https://www.ap-institute.com/big-data-articles/how-is-big-data-used-in-practice-10-use-cases-everyone-
should-read  
 

http://www1.unece.org/stat/platform/display/bigdata/Classification+of+Types+of+Big+Data
https://www.ap-institute.com/big-data-articles/how-is-big-data-used-in-practice-10-use-cases-everyone-should-read
https://www.ap-institute.com/big-data-articles/how-is-big-data-used-in-practice-10-use-cases-everyone-should-read
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social domains that use and integrate SIS in Europe. This list was distributed to SHERPA consortium 
partners as a suggestion of organisations to use for their case studies. Finally, an example case study 
was developed on Google DeepMind and the Royal Free Trust and was shared before the project 
launch in Brussels in May 2018.  
 
Table 1: Social Domains Identified 
 

             Social Domains 

Banking and securities 

Healthcare 

Insurance 

Retail and wholesale trade 

Science 

Education 

Energy and utilities 

Manufacturing and natural resources 

Agriculture 

Communications, media and entertainment 

Transportation 

Employee monitoring and administration 

Government 

Law enforcement and justice 

Sustainable development 

Defence and national security 

 
 

2. Launch and Assigning Case Studies 
The project launch took place on May 1st, 2018 in Brussels, Belgium. At the launch, significant time 
was given to the introduction and discussion of the case studies within WP1. The main objective to 
be achieved at the launch was to discuss what the case studies should look like and to understand 
the potential domain interests of the consortium partners. We also discussed if partners had 
contacts in those domains or could think of organisations that would be suitable case study 
participants. This section will describe the outcomes from the launch event itself, the process of 
agreeing the case studies, and the development of the Case Study Protocol. 
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2.1. Launch 
At the launch event in Brussels the example case study was presented, alongside the application 
domains. There was considerable discussion as to which domains partners should focus on, 
alongside concerns from some partners about their roles in the work package. A number of partners 
demonstrated apprehension about their involvement, despite being allocated time to work on the 
case studies, owing to their particular strengths and weaknesses. The launch presented an 
opportunity to connect with different partners and understand respective interests. 

One challenge with the launch event was that not every person working on the project was 
in attendance. Several people who ended up working on the case studies were not physically 
present at the Brussels event. Despite this, the case studies developed quite significantly after the 
initial discussion at the launch event. UT were aware that the case studies would take on an 
evolutionary transformation during the process, but wanted to use this event to establish working 
relationships among the consortium and to establish areas of interests among the partners.  

2.2. Agreeing Case Studies 
One of the objectives at the launch event was to correlate partner interests and connections with 
the application domain criteria which had been developed by UT in advance. This formed a part of 
the WP 1.1 presentation in Brussels, which gave partners 20 minutes to identify application domains 
they were interested in, whether they would work alone or with another consortium partner, and 
what establishing possible organisations they could conduct their case studies on. 

Once the application domains had been agreed by the consortium, a further decision was 
taken about whether certain application domains should be used as case studies (see Table 2) or 
scenarios (see Table 3). This was determined by partners’ interests, competencies, and contacts, but 
also by a realistic assessment about which domains would fit better as a case study or scenario. For 
example, defence and national security was determined to be better suited as a scenario, because of 
the potential difficulty with finding suitable participants. By contrast, cyber security, in which one of 
the consortium partners was a dedicated expert, was deemed to be more suitable as a case study. 

Also agreed at the launch event was the amount of person months (PM) available to work 
on the case studies. This averaged out at a maximum of 1.85 PM per case study, given that the Grant 
Agreement required a minimum of 10 case studies to be completed. As a result of uneven PM 
distribution, many of the consortium partners identified shared interests, co-authoring some of the 
case studies. Finally, it was agreed that case study authors should participate in weekly Skype 
conversations (Thursday mornings at 10.00 CET), chaired by the University of Twente.4 

Some of the case studies try to provide a broad analysis of a particular domain, most of the 
case studies delved into a specific area or topic within their domain of choice in order to provide a 
more detailed and interesting case study. For example, some case studies focused on one 
organisation to provide a broad overview of some SIS issues in that domain, such as: BASF for 
agriculture (CS03) and Liander for energy (CS07).  

                                                           
4 These were managed by the WP 1.1 leader, who sent out an agenda and took minutes for each meeting. 
These weekly meetings ran from late May 2018 until late November 2018, with a final meeting held in early 
January 2019 to respond to the QA process. At a minimum, each meeting consisted of a review of the minutes 
from the prior meeting, follow-up actions, and a checking in process with each of the case study authors 
present on the call. This led to a degree of accountability among the case study authors, as well as an 
opportunity to share surprising or interesting findings that had been unearthed during the research or 
interview process. 
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While other case studies focused on a particular category within that domain to provide a 
more nuanced examination of SIS in that area, such as: a municipality for the government case study 
(CS02); smart cities as an aim within the Sustainable Development Goals (CS04); a large scientific 
research project (CS05); health insurance (CS06); and a supply-chain management risk prevention 
company (CS10).  

Some of the case studies focused on specific applications, technologies, or departments 
within their domain of research: Internet-of-Things for employee monitoring (CS01); customer 
relations management in retail (CS09); and the use of SIS in cybersecurity department of a 
telecommunications provider (CS08). Overall, the case studies cover a wide range of areas, domains, 
specialisations, technologies, and approaches in the use and implementation of SIS, but were still 
able to provide cohesion and scientific rigour by following the case study protocol we completed 
before the case studies commenced. 

 

  

Table 2: Case Study Division 

No.                 Case Study Social Domain Partner(s) 

CS01 Employee monitoring and administration UCLanCY5 and AHR6 
CS02 Government UT 
CS03 Agriculture UT 
CS04 Sustainable development UT and EBS7 
CS05 Science DMU8 
CS06 Insurance EUREC9 
CS07 Energy and utilities Trilateral 
CS08 Communications, media and entertainment UT and F-Secure 
CS09 Retail and wholesale trade  UT and F-Secure 
CS10 Manufacturing and natural resources DMU 

 

Table 3: Scenario Division 

No. Scenario Social Domain Partner(s) 

SC01 Healthcare Trilateral 

SC02 Defence & National Security Trilateral 

SC03 Education UCLanCY and Trilateral 

SC04 Transportation UT 

                                                           
5 University of Central Lancashire Cyprus. 
6 Aequitas Human Rights.  
7 European Business Summit.  
8 De Montford University.  
9 European Network of Research Ethics Committees. 



 

 
10 

SC05 Law Enforcement and Justice UT and Trilateral 

 
2.3. Developing Case Study Protocol 
The case study protocol was created to guarantee consistency of approach and timeliness of the 
case studies. Development of the case study protocol fell primarily on UT (leaders of the case study 
deliverable), Trilateral (leader of the work package) and DMU (project coordinator). Both DMU and 
Trilateral also had significant experience in the development of case studies. UT carried out a 
preliminary literature review on the methodology of case studies for the case study protocol.  

The protocol initially implemented a positivist approach to the research question – an initial 
hypothesis, which could later be confirmed or denied. In discussions held in mid-July 2018, it was 
pointed out that the interpretative approach suited the goal of the case studies better than the 
positivist approach, and thus this methodology was adopted. 

A compromise needed to be agreed between an ideal number of interviewees, the ability to 
find willing participants, and the time constraints of the work package. In the end, a minimum 
number of one interviewee was agreed upon – if that individual was knowledgeable on both the 
technical and ethical use of SIS – with a recognition that two or more interviewees would be better. 

The case study protocol was officially agreed on 16th August 2018, outlining a specific 
breakdown of tasks and deadlines to ensure successful completion of 10 case studies by January 31st 

(see Table 4).10 Following the finalisation of the protocol, a promising case study was identified to be 
used as a pilot (agriculture case study). This pilot served as the template to ensure consistency of 
style and format, as well as common approaches to content. In addition, case study authors were 
required to upload interview transcripts to NVivo11 for analysis. This meant that DMU needed to buy 
additional licences for NVivo and make a secure DMU server available to authors. 

A final consideration was the need for ethics approval by research ethics committees at 
participating universities (UT, DMU, University of Central Lancashire Cyprus). UT submitted the case 
study protocol to the University’s research ethics committee in July 2018, and received a favourable 
response within 2 weeks. This allowed for the case studies to be carried out by UT with full ethical 
approval, as well as case studies by non-university partners. The other universities needed to gain 
ethics approval from their own research ethics committees. Given that research ethics approval is 
required prior to interviews taking place, it was important that the research ethics process was 
completed by the end of July 2018.12 A significant aspect of gaining ethics approval was the 

                                                           
10 Deadlines for each component of the case study needed to grapple with the long summer break, the 
Christmas holidays, and a relatively short amount of time in January to finalise the case studies. Taken 
together, this meant that interviewees needed to be identified and contacted prior to mid-July in order to be 
sure of interviews conducted in September. The September deadline was important in order to have a first 
draft of the case study ready for the end of October, which could then be peer-reviewed at UT by the end of 
November. This would allow for approximately 3 weeks to respond to the peer-review process by each author, 
before passing the case study to the Quality Assurance Officer in January, still allowing time for final edits 
before the end of the month. 
11 NVivo is qualitative data analysis software from QSR International. 
12 In addition, in July, the authors of the case studies in WP1.1 were also approached by the leader of WP 2.2, 
who wished to use the information and interviewees from WP 1.1 as part of the stakeholder analysis process 
in WP 2. Some concern was raised among the authors that this might lead to volunteers for the interviews 
becoming overburdened with requests for information from the SHERPA project. However, it was decided that 
the transcripts of the interviews, published in a secure online server accessible to the leader of WP 2.2 would 
be sufficient for the purposes of the later work package. 
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development of a consent form and information sheet as part of the case study protocol, which 
could be used by partners prior to conducting interviews (see Appendix 7.1 and 7.2). 

Table 4: Research Plan 

Deadline Task 

27/06/2018 Identify partner’s Principal Investigator/POC and Co-Investigator/Deputy POC for 
case study  

13/07/2018 1. Get ethics board approval for study (if available)  

2. Identify interviewees (interviewee should have good technical knowledge 
about the structure and use of SIS in the organisation)  

3. Approach contact(s) - explain purpose of study, nature of study, likely 
questions, arrange interview date/time  

20/07/2018 Confirm agreement with organization(s) to participate in case studies in writing  

03/08/2018 Carry out preliminary background research on organisation and its use of SIS  

31/08/2018 1. Complete Case Study Protocol Template for organisation  

2. Carry out detailed background research on organisation’s use of SIS  

07/09/2018 Obtain written informed consent from interviewees  

21/09/2018 Conduct interview(s)  

28/09/2018 1. Transcribe interviews 

2. Upload transcriptions and other data to repository  

12/10/2018 Conduct preliminary analysis (see guide for final report, below)  

26/10/2018 1. Write up draft report using template 

2. Send draft report to interviewee(s) for validation (i.e. check our view that 
what they said is the same as their views on what they were saying). Allow 
for 2 weeks turnaround.   

09/11/2018 Send agreed draft report to UT  

30/11/2018 Discuss draft report with UT  

21/12/2018 Write up final report using template and send to UT and the QA officer 

14/01/2019 Discuss final revisions with QA officer 

31/01/2019 UT to undertake cross-case analysis and compile final report  
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2.4 Case Study Protocol 
We used exploratory case studies to uncover ethical issues which arise through the use of SIS across 
a number of different types of organisations. From the individual case studies, we will take a cross-
case analysis to build a matrix of ethical issues experienced by different organisations. The primary 
research question was: How do organisations perceive ethical concerns related to SIS and in what 
ways do the organisations deal with them?  
 

We believed that there would be discrepancies between how companies deal with the 
ethical considerations related to the SIS they employ. While some companies would search for the 
ethical considerations and deal with them well, some would search for them and deal with them 
poorly,  others would search for them and not find any (even though they are present), while a 
fourth group would not search for them at all. We wanted to gain evidence from of each of these 
cases to address the empirical plausibility of the research question. 

2.4.1 Epistemology 
Researchers need to decide on the research approach that most accurately addresses their research 
questions. Epistemology is a viewpoint about the nature of enquiry, the kind of knowledge 
discovered or produced, and the kind of strategies that are consistent with this (Becker and 
Niehaves, 2007). Our research sought to understand the ethical and human rights issues arising from 
SIS from the perspective of those developing it. Our case studies adopted an interpretivist approach, 
which allowed for both rigour and flexibility (Walsham 1995). It enabled researchers to empathise 
with research participants and seek to elicit insights, rather than an objective truth. This allowed us 
to understand ‘reality’ as the blending of the various (and sometimes conflicting) perspectives which 
coexist in social contexts, the common threads that connect the different perspectives and the value 
systems that give rise to the seeming contradictions and disagreements around the topics discussed. 
Whether one sees this reality as static (social constructivism) or dynamic (social constructionism) 
was also a point of consideration, as they both belong in the same “family” approach where 
methodological flexibility is as important a value as rigour.  
 

With interpretivist approaches, it is often difficult for novice researchers to maintain 
consistency and coherence, as is for untrained evaluators to assess its rigour. Explicating the 
methods, protocols and procedures to be followed, as well as the reaching a common understanding 
of the semantics that underlie the research is of paramount importance. Hence, the following 
section explains in detail the methodology employed for the collection and analysis of the research 
material and their synthesis with the view to theorise around the ethical and human rights issues 
arising from SIS.  

2.4.2 Methodology  
The methodology that was used to answer the research question would be through qualitative case 
studies (Yin, 2015, 2003).  As such the case study is defined by the interest in individual cases, which 
are the object of the research (Stake, 2005). The cases that were used in the SHERPA project were 
contemporary and complex functioning units, investigated in their natural context. The essence of 
using a case study methodology is that it allows for triangulation in coming up with a matrix of 
ethical issues experienced by different cases. Also, the qualitative case study methodology was ideal 
because of the descriptive and exploratory nature of the research which is dominated by ‘how’ and 
‘what’ questions in gaining insights on the ethical issues that result from SIS and how they are dealt 
within respective cases. 
 

We looked for diverse examples of SIS use which will highlight both common issues and 
anomalous issues across the cases. Each case study is exploratory, aiming to uncover the insights of 
organisational representatives on the matter and possibly the position of their organisation as a 
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result. The case studies adopted an interpretivist approach, which allows for rigour in the 
methodology, but also for the required flexibility (Walsham 1995). The unit of analysis for each case 
study was the use of SIS in the organisations (cases) investigated, be these corporate, governmental, 
NGO, project or other. We examined the cases from multiple lenses and levels of analysis (Rowley, 
2002) in order to provide a holistic understanding across organisational levels, disciplines and 
technology domains. 

2.4.3 Data Collection 
In order to explore how different cases or organisations perceive ethical concerns related to SIS and 
in what ways they deal with them, the following types of data sources were used: 

● Documents (e.g. organisation website and publications, company records, project 
documents and memoranda, illustrative materials (newsletters, publications that form part 
of the history), archival records) (see Table 5) 

● Interviews (at least 2, open-ended, semi-structured, questions below - face-to-face is best, 
otherwise telephone/Skype) to be transcribed (see Table 6) 

 
There was a minimum of one interview per case study from different professional disciplines 

(i.e. a business representative and an IT representative). It was important to address the interview 
questions to those most able to answer them (e.g. a Chief Technical Officer - CTO). However, in most 
cases, it was also valuable to speak to a Policy Advisor or others at the organisation who can address 
the impact of the technology on society. In some cases, the CTO was in a position to address all of 
the questions sufficiently (e.g. the government case study). Beyond the interview(s), 
supporting/supplementary information was required to develop a contextual understanding of the 
case study and lend credence to (or criticise) the responses of the interviewee. 

Table 5: Desk Research Questions 

Number Research Question 

1 In which sector is the organisation located (e.g. industry, government, NGO, etc.)? 

2 What is the name of the organisation? 

3 What is the geographic scope of the organisation? 

4 What is the name of the interviewee? 

5 What is the interviewee’s role within the organisation? 

 
Table 6: Interview Research Questions 

No Research Question 

1 What involvement has the interviewee had with SIS within the organisation? 

2 What type of SIS is the organisation using? (e.g. IBM Watson, Google Deepmind) 

3 What is the field of application of the SIS (e.g. administration, healthcare, retail) 

4 Does the SIS work as intended or are there problems with its operation? 
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5 What are the innovative elements introduced by the SIS (e.g. what has the technology 
enabled within the organisation?) 

6 What is the level of maturity of the SIS? (i.e. has the technology been used for long at the 
organisation? Is it a recent development or an established approach?) 

7 How does the SIS interact with other technologies within the organisation? 

8 What are the parameters/inputs used to inform the SIS? (e.g. which sorts of data are input, 
how is the data understood within the algorithm?) 

• Does the SIS collect and/or use data which identifies or can be used to identify a 
living person (personal data)? 

• Does the SIS collect personal data without the consent of the person to whom those 
data relate? 

9 What are the principles informing the algorithm used in the SIS (e.g. does the algorithm 
assume that people walk in similar ways, does it assume that loitering involves not moving 
outside a particular radius in a particular time frame?) 

• Does the SIS classify people into groups? If so, how are these groups determined? 
• Does the SIS identify abnormal behaviour? If so, what is abnormal behaviour to the 

SIS? 

10 Are there policies in place governing the use of the SIS? 

11 How transparent is the technology to administrators within the organisation, to users within 
the organisation? 

12 Who are the stakeholders in the organisation? 

13 What has been the impact of the SIS on stakeholders? 

14 How transparent is the technology to people outside the organisation? 

15 Are those stakeholders engaged with the SIS? (e.g. are those affected aware of the SIS, do 
they have any say in its operation?) 

If so, what is the nature of this engagement? (focus groups, feedback, etc.) 

16 In what way are stakeholders impacted by the SIS? (e.g. what is the societal impact: are 
there issues of inequality, fairness, safety, filter bubbles, etc.?) 

17 What are the costs of using the SIS to stakeholders? (e.g. potential loss of privacy, loss of 
potential to sell information, potential loss of reputation) 

18 What is the expected longevity of this impact? (e.g. is this expected to be temporary or long-
term?) 
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19 What has been the impact of the SIS on stakeholders? 

20 Are those stakeholders engaged with the SIS? (e.g. are those affected aware of the SIS, do 
they have any say in its operation?) 

21 If so, what is the nature of this engagement? (focus groups, feedback, etc.) 

22 In what way are stakeholders impacted by the SIS? (e.g. what is the societal impact: are 
there issues of inequality, fairness, safety, filter bubbles, etc.?) 

23 What are the costs of using the SIS to stakeholders? (e.g. potential loss of privacy, loss of 
potential to sell information, potential loss of reputation) 

24 What is the expected longevity of this impact? (e.g. is this expected to be temporary or long-
term?) 

2.4.4 Recording and management of data 
The interviews were recorded using a suitable tool that allowed access in a broadly accessible format 
(e.g. mp3). All interviews were transcribed by the researcher or by a reputable third-party company 
(UKTranscription). The individual undertaking the interview had to confirm and validate the 
transcription. Once the interview data has been analysed, the researcher deleted the audio 
recordings. All data including the interview transcripts were stored and logged in secure group 
repository (WordPress and NVivo). The audio files were deleted, once the analysis of the interview 
was completed. 

2.4.5 Data analysis  
The collected data was analysed using a thematic analysis technique. In using a thematic analysis, we 
were able to highlight, expose, explore, and record patterns within the collected data. The themes 
are patterns across data sets that are important to  describe several ethical issues which arise 
through the use of SIS across a number of different types of organisations. In addition, NVivo was 
used as a tool for the data analysis. UT will also engage in a cross-case analysis of the ten different 
case studies, which will draw together ethical issues arising in the ten case studies. This will then 
form the backbone for the ethical analysis in WP1.4.  

2.4.6 Guide for Final Report 
Each case study culminated in a final report consisting of an analysis and identification of core 
ethical issues that arise in the case study. The issues included likely and unlikely ethical concerns (see 
Table 7). For consistent reporting across the 10 case studies, a template for the final report was 
provided (see Appendix 7.3). 
 
Table 7: Checklist of Ethical Issues 

Ethical Issue Question Example √ 

Privacy Does the use of the technology raise concerns that people’s privacy 
might be at risk or endangered? 

 

Personal Data Does the technology or its use presume a particular group or person 
“own” the data? If so, who? 

 

https://docs.google.com/document/d/1n1UmB8gzax_khpRId6gktsfNyddnCRbuBAmjJytq7Fs/edit?usp=sharing
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Security Does the technology use personally-identifying data? If so, is this data 
stored and treated securely? 

 

Inclusion of 
stakeholders 

Are people affected by the technology involved in any way with its use or 
implementation? Do they have an opportunity to have a say in how the 
technology impacts them? 

 

Consent of 
stakeholders 

Have people affected by the technology been given an opportunity to 
consent to that technology existing or having the impact that it does on 
their lives? 

 

Loss of 
employment 

Does the use of the technology put people’s jobs at risk, either directly 
or indirectly? 

 

Autonomy/agency Does the use of the technology impact in any way on people’s freedom 
to choose how to live their lives? 

 

Discrimination Can/does the technology or its use lead to discriminating behaviour in 
any way? Does the technology draw on data sets that are representative 
of those stakeholders affected by the technology? 

 

Potential for 
military/criminal/ 

nefarious use 

Could the technology be used for military, criminal or other ends which 
were not envisaged or intended by its developers? 

 

Trust Does the technology impact people’s trust in organisations, other 
people, or the technology itself? 

 

Power 
asymmetries 

Can or does the technology exacerbate existing power asymmetries by, 
for instance, giving a large amount of power to those already holding 
power over other people? 

 

Inequality Can or does the technology reduce inequalities in society or exacerbate 
them? 

 

Fairness Is the technology fair in the way in which it treats those affected by it? 
Are there unfair practices which arise in relation to the technology? 

 

Justice Does the technology or its use raise a feeling of injustice on the part of 
one or more groups affected? 

 

Freedom Does the technology or its use raise questions regarding freedom of 
speech, censorship, or freedom of assembly? 

 

Sustainability Is the technology or its use sustainable, or does it draw on limited 
natural resources in some way? 
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Environmental 
impact 

Does the technology have any impact on the environment, and if so 
what? 

 

 

2.4.7 Outline of narrative 
The final report took a narrative structure. In constructing the final report, partners addressed the 
hypothesis to avoid drowning in the data (there were many aspects arising in the course of the 
research which were not strictly pertinent to the ethical issues in the case study). The analysis rested 
on all of the relevant evidence, rather than “cherry picking” certain aspects. For instance, it may be 
possible to see a privacy violation occurring, but the organisation in question may have also 
recognised this and taken steps to resolve it. In such cases, both the potential violation and the 
mitigation were noted. This was not intended to be a comprehensive report on everything 
uncovered in the course of the research, but a report on the ethical issues. Ultimately,  
“the goal of the report is to describe the study in such a comprehensive manner as to enable the 
reader to feel as if they had been an active participant in the research and can determine whether or 
not the study findings could be applied to their own situation. It is important that the researcher 
describes the context within which the phenomenon is occurring as well as the phenomenon itself.” 
(Baxter & Jack 2008, p555).  

2.4.8 Potential Issues 
We identified a number of potential issues that were to be addressed during the interviews, 
qualitative analysis and writing up of the reports (see Table 8). 
 
Table 8: Potential Issues 

Issue Explanation of Issue 

Unbounded We are interested in ethical issues arising from the use of SIS in organisations. 
Hence, we want information relating to the use of SIS and ethical issues that the 
organisation has recognised and either dealt with or chosen to ignore 

Incomparable It is extremely important that the case studies be comparable.  We are therefore 
adopting  a positivist framework and using this case study protocol to inform the 
design of every case study to ensure comparability. This will be supplemented by 
bi-weekly meetings to discuss progress and share experiences. "The rigour off 
case studies should therefore be judged by the same criteria [as any other 
empirical, scientific method]  of internal validity, external validity, construct 
validity, and reliability" (Yin 1992 p124) 

Contact does 
not have 
access to 
relevant 
material 

Raw data is highly valuable in these case studies to allow for developed analysis. 
However, it is accepted that this may not be available (or shareable with us). In 
those cases, focus will be placed on issues faced and dealt with (or not as 
applicable) by the organisation. 

Understanding 
issues 

All case studies will be preceded by the principal investigator conducting 
background reading of Yin (1992), Mittelstadt et al (2014) and Macnish (2010) to 
gain an understanding of the purpose of the case study (Yin 1992), the range of 



 

 
18 

issues currently identified in use of algorithms (Mittelstadt et al 2014) and an 
example of how analysis of an algorithm’s parameters can lead to ethical 
concerns (Macnish 2010). 

 
 

3. Conducting Case Studies 
Conducting the case studies involved carrying out background research, both generic regarding the 
application domain, identifying interviewees, and research on the organisation(s) that they belong 
to, and conducting the interviews. These stages lasted from June 2018 (the beginning of general 
background research) until October 2018. UT rigorously kept track of partners’ progress, through an 
Excel Matrix, throughout this process to ensure deadlines were met (see Fig 2). 

Fig 2: Case Study Progress 

  

3.1. General Background Research 
For each case study, existing as it did in its own application domain, general background research 
needed to be carried out. This came in addition to the more general research on ethical issues in Big 
Data carried out by UT prior to the start of the project. For each case study, the author investigated 
articles on ethics and legal issues for the particular application domain across a range of media. 
These included academic journals, trade journals, and Internet searches. In the process of the 
background research, both primary and secondary interview candidates were identified and 
contacted. Once initial contact had been established, permission for an interview was sought, 
alongside sending the potential interviewee the case study protocol, an information sheet, and a 
consent form (see Appendix 7.1 and 7.2).  

3.2. Specific Background Research 
Once interested persons had been identified and confirmed to be interviewed, more targeted 
background research could be conducted. This research focused on the particular company or 
organisation to which the interviewee belonged. The specific background research enabled the case 
study author to gain a fuller understanding of the issues faced by the organisation which was to form 
a part of the case study and to be informed of likely issues during the interview. It also meant that 
the interviewer could incorporate questions retrieved from their background research into the 
interview, rather than solely following the research questions from the case study protocol. 

3.3. Conducting Interviews 
Where possible, interviews were conducted at the place of work of the interviewee, so that they felt 
comfortable and were not inconvenienced by travel. Provision had been made for interviews to be 
held over Skype or by phone, in instances where an interviewee was too far away, or they opted to 
do it remotely. The interviewer(s) provided the information sheet and consent form to the 

13/7/2018 13/7/2018 20/7/2018 20/7/2018 3/8/2018 31/8/2018 31/8/2018 7/9/2018 21/9/2018 28/9/2018

No Case Study Partner POC dPOC IRB 
Approval

Interviewee(s) 
Approached

Participation 
Confirmed in 

Writing

Roles of 
Interviewee(s)

Preliminary 
Background 

Research 
Completed

Case Study 
Protocol 
Template 
Started

Detailed 
Background 

Research 
Completed 

Written 
Informed 

Consent from 
Interviewee(s) 

Obtained

Interview(s) 
Conducted

Interview(s) 
Transcribed 

and 
uploaded

1 Employee Monitoring (IoT) UCLanCY & AHR Josephina Andreas X X X X X X X X X X
2 Government (municipalities) UT Mark Kevin X X X X X X X X X X
3 Agriculture (agribusiness) UT Mark Kevin X X X X X X X X X X

4
Sustainable Development (smart 

cities) UT/EBS
Mark Anya X X X X X X X X X X

5 Science (Human Brain Project) DMU Tilimbe Bernd X X X X X X X X X X
6 Insurance (Health) EUREC Natalija Lisa - X X X X X X X X X
7 Energy (Smart Grid) TRI Tally Rowena - X X X X X X X X X
8 CRM (Telecoms) UT/F-SEC Kevin Alexey - X X X X X X X X X
9 Telecoms (Cybersecurity) UT/F-SEC Kevin Alexey - X X X X X X X X X

10 Manufacturing (SCM) DMU Tilimbe Bernd X X X X X X X X X X
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participant days or weeks before the interview, and also prior to the commencement of the 
interview itself. These were explained to the interviewee before they signed the consent form.  

One issue which was not discussed in advance, and from which the case studies would have 
benefited, was an interview methodology. Several of the case study authors had little or no 
experience in conducting social science interviews. As a result, some case studies were based on an 
interview following the precise questions found in the case study protocol, while other case studies 
took a more open interview style, covering many topics but in a less dogmatic way than indicated in 
the protocol. Furthermore, some interviews were carried out on a strictly one-on-one basis, while 
others were conducted in a workshop format involving one or two interviewers and up to three 
interviewees (for example, the telecommunications case study). 

Over time, a high degree of flexibility was also required: Organisation who had nominally 
agreed to be interviewed pulled out (social media case study); some application domains were very 
difficult to find willing interviewees (energy case study); while some domains even proved to be 
impossible to find participants (banking & finance). These challenges were countered by changing 
organisations to those who were willing to be interviewed or changing the domain area entirely. 

3.4. Reflection 
Following each interview, the case study author scanned and uploaded a copy of the signed consent 
form to a central secure location on our website. UT ensured that all documents were uploaded by 
the partners and that it was clear what the interviewees had consented to in their agreement. Notes 
from each interview were consolidated, and a thank you email sent to each interviewee. They were 
also informed that they would receive a first draft of the report once it was complete. 
 

4. Reporting on Case Studies 
The reporting process on the case studies began in October 2018. This consisted of having each 
interview transcribed and analysed in NVivo. Following this, a draft of the full case study was 
composed and sent to the interviewee for confirmation. The draft was then sent to WP 1.1 leader 
(UT) for peer-review. The review document was then returned to the initial author, who had until 
the end of December to return a final draft. This draft was then submitted for the QA process in 
January 2019, which resulted in further edits being required from each case study author by mid-
January. Finally, the final version was sent to the deliverable coordinator in the last week of January. 
This enabled the writing of the final report by the deadline of 31 January 2019 (see Fig 3). 

Fig 3: Progress chart 

 

4.1. Transcription 
While each partner was nominally responsible for the transcription of their interview(s), a 
transcription service was identified which could transcribe the interviews quickly and at a very 
competitive price (UKTranscription). This company was recommended by several of the partners 

12/10/2018 26/10/2018 26/10/2018 31/10/2018 9/11/2018 30/11/2018 21/12/2018 31/1/2019

No Case Study Partner POC dPOC

Preliminary 
Analysis 

Conducted (at 
NVivo 

workshop)

Draft 
Report 
Written

Draft Report 
Sent to 

Interviewee(s)

Coding in 
Nvivo 

Complete

Draft Report 
Sent to UT

Draft Report 
Discussed with 

UT

Final Report 
Sent to UT

Final Report 
Written by UT

1 Employee Monitoring (IoT) UCLanCY & AHR Josephina Andreas X X X X X X X X
2 Government (municipalities) UT Mark Kevin X X X X X X X X
3 Agriculture (agribusiness) UT Mark Kevin X X X X X X X X

4
Sustainable Development (smart 

cities) UT/EBS
Mark Anya X X X X X X X X

5 Science (Human Brain Project) DMU Tilimbe Bernd X X X X X X X X
6 Insurance (Health) EUREC Natalija Lisa X X X X X X X X
7 Energy (Smart Grid) TRI Tally Rowena X X X X X X X X
8 CRM (Telecoms) UT/F-SEC Kevin Alexey X X X X X X X X
9 Telecoms (Cybersecurity) UT/F-SEC Kevin Alexey X X X X X X X X

10 Manufacturing (SCM) DMU Tilimbe Bernd X X X X X X X X
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within the consortium and had a strong track-record in the industry. The structure of these 
transcriptions also allowed partners to analyse their data in a more consistent way in NVivo.  

4.2. NVivo 
A workshop was arranged at DMU for the 2nd week of October to 
introduce case study authors to NVivo and provide a focused 
period of time for the transcribed interviews to be analysed. The 
workshop environment meant that the methodology for using 
NVivo (such as whether to encode concepts or precise 
phraseology) could be discussed and agreed as a group. Prior to 
the workshop, comprehensive notes on the use of NVivo were 
compiled by DMU and sent to case study authors. 

The NVivo workshop proved to be a strong success, with 
most of the nodes for the case study analysis being created over 
the two-day period. However, following the workshop, there 
were technical problems with the software. This meant that 
some data held on NVivo was lost. This was very frustrating for 
the authors affected and led to information having to be re-
input into the system. A further challenge was experienced 
among case study authors who were Apple users, because the 
software would not work on their devices. This was resolved by 
DMU providing PCs for use during the workshop. Following the 
workshop, Apple users had to borrow Windows computers for 
analysis of their interviews. 

4.2. Writing, Reviewing and Editing Drafts 
Following the NVivo workshop, case study authors had 3 weeks to compile the first draft of their 
case study. This essentially involved pulling together background research and the interview to 
identify what the main ethical issues facing that particular organisation had been, and whether the 
interview had raised ethical issues which had not been identified in the literature. 

Most case study authors were able to submit a first draft of their report by the first week of 
November. At this stage, each case study was returned to the interviewee for approval. This was not 
to ensure that the case study was seen as favourable to the interviewee or his/her organisation, but 
rather that the interviewee agreed on the content of the interview as presented. However, most 
interviewees were extremely busy and did not respond to the case study author. Given that the case 
studies had already received consent in advance of the interview, it was decided that interviewee 
confirmation of the case study was good to have but not essential, as it could have led to indefinite 
delays on the finalisation of each case study. However, it was also agreed to anonymise the 
interviewee unless there was a specific written consent by the interviewee to include their names in 
the final document. 

Following its submission to UT, each case study was subject to peer review by two 
academics at the University. The peer review process looked at a number of issues, including quality 
of content, quality of English, and consistency of style across all of the case studies. When the case 
study had been reviewed it was returned to the author for appropriate edits. On occasion, it proved 
more time efficient for the peer reviewers to make stylistic changes themselves and for the author 
to confirm using track changes. The revised version was returned to UT by mid-December. 

The QA process took place in January and performed the function of a third peer review by 
consortium partner the University of Central Lancashire, Cyprus, and highlighted further issues 

 
NVivo Nodes 
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which had not been recognised previously, drawing on the suggestions in D6.3 (Quality Assurance 
Plan). Once each case study had been reviewed by the QA process it was returned to its originating 
author for final edits before being sent on to the leader of WP 1.1 and the project coordinator. The 
leader of WP 1.1 then combined all of the case studies into a single deliverable (D1 .1) for 
submission to the European Commission by 31st January 2019, and the project coordinator 
conducted final edits before submitting them to the project workbook and the ORBIT Journal. 

One unforeseen issue raised in early January was the inconsistency between the case studies 
and the QA criteria which had been introduced at the project launch in May 2018. A part of this was 
due to some of the case study authors not being at the launch event, but also from the QA leader 
not having been involved in the case study process. A Skype meeting was held to clarify the QA 
process, which raised a key question regarding the intended audience of the case studies. On the 
one hand, the intended audience was the European Commission, and through them practitioners 
who would be looking at the case studies as a means of understanding ethical issues within their 
own particular application domain. On the other hand, the case studies had been carried out in a 
rigorous manner such that they were suitable for publication in a social science journal. This meant 
that for each case study there were 2 intended audiences: academic and non-academic. It was 
decided that the focus of the case studies should be on the non-academic audience, with a more 
academic version later revised for publication in the ORBIT Journal. 

 

5. Conclusion 
A number of key challenges were faced in the design and development of the 10 case studies 
required for WP 1.1, but along with this quite a few lessons have been learnt. This concluding 
section will look first at the challenges faced and then lessons learnt, which should be taken as 
recommendations for future case study management and development. 

5.1. Challenges 
There were a number of challenges faced throughout the project. Underpinning many of these was 
the lack of experience of many of the case study authors. Of the 10 case studies, 6 were carried out 
by authors with little or no social science experience/background. This meant that many 
assumptions which could normally be made in the writing of case studies were not valid in this 
instance. This became particularly apparent during the QA process, which was the first time that the 
case studies had been reviewed by anyone with social science expertise. 

A second challenge was the lack of time available to develop the case studies. It was agreed 
at an early stage that the case studies would be stronger with more interviewees. However, the 
realities of the time constraints provided with the work package meant that it was difficult to do this. 

The third challenge was the time assigned to partners for writing the case studies. This 
averaged out at 1.85 PM per partner. For some partners, this proved to be too demanding, and 
there was some shuffling of PMs between partners to focus efforts on a handful of partners (e.g. UT 
leading 5 case studies). 

A fourth challenge was that some partners dropped out of the process owing to red tape 
issues within their organisations. In yet other cases, no partners were found within the application 
domain at all. This was particularly true of the banking and securities sector, in which a case study 
had been envisioned to focus on the use of SIS in trading of securities. 
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Technical problems with the NVivo software formed a fifth challenge. As DMU migrated 
servers on which NVivo was hosted, crucial information was lost, leading to work having to be 
duplicated. Some of the information was regained from backup tapes, but sadly not all. 

The sixth challenge was the focus on intended audience. The case studies had been 
conducted with a primarily academic audience in mind, with a view to the publication of the case 
studies in a special issue of an academic journal. However, the QA process was designed to make the 
case studies attractive and approachable for non-academics, and so included elements that an 
academic paper would not necessarily concern itself with, such as pictures, charts, and tables. 

Table 9: Challenges 

Challenge Explanation 

Experience Lack of social science experience among some of the case study authors 

Time Lack of time for more interviews within organisations and additional organisations 

Planning Insufficient time allocated to some case study authors 

Participation Difficulty identifying, confirming, and liaising with case study participants 

Technical NVivo software crashing, incompatibility with Apple computers 

Audience Contradictory intended audiences 

 

5.2. Lessons Learnt 
Each of the aforementioned challenges can be used to highlight lessons learnt along the way. The 
first challenge was the lack of experience of case study authors in the social sciences. This is 
relatively easy to resolve, if one has social scientists available to conduct case studies. It is obviously 
preferable to use people with expertise in this area to develop such studies. In the absence of 
available resources, as was the case with the SHERPA project, it is crucial that assumptions are not 
made. The development of the case study protocol went a long way to resolve many of these issues. 
However, some topics were invariably missed from the case study protocol, such as interview 
technique and intended audience of the case studies themselves. 

The second and third challenges to be faced was the time limit on the case studies, which 
meant that it was difficult to perform the case studies in much depth. More time would have 
allowed for a greater number of interviews, which in turn would have added richness to each case 
study. Once more, when using experienced social scientists this might be less of a problem than it 
was for the SHERPA project.  

Problems with prospective partners dropping out needs to be factored into the risk analysis 
of any project. To account for this, more than the minimum number of case studies was conducted 
(we aimed for 11 case studies). This was vital to the success of the project, as one case study was 
dissolved by late December, still leaving us with the 10 required case studies.  

While technical problems are unfortunately a stable of using software, the final challenges 
regarding the QA process and the intended audience could have been foreseen at an earlier stage in 
the process. The leader of the QA process could have been involved in the drafting of the case study 
protocol or attended at least one of the many weekly Skype meetings. She could have also 
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addressed her input during the monthly SHERPA partner meetings, or the project coordinator could 
have addressed the need for QA throughout the process. This would have ensured that the QA 
criteria was fully integrated into the case studies from an earlier stage.  

5.3. Insights 
The initial step of drafting the case study protocol went a long way to shaping expectations and 
providing consistency for the case studies. This consistency was aided further by the identification of 
a pilot case study at a very early stage in the process. Although this meant that the author of the 
pilot case study had to work harder than others in terms of keeping ahead of the pack, it did mean 
that consistency could be achieved more effectively. 

The weekly case study Skype calls were also crucial to the successful completion of the case 
studies to a high standard within the time allotted. These are both provided a sense of team 
coherence and avoided case study authors feeling neglected or ignored. They also introduced an 
element of accountability on a regular basis which meant that few case studies fell behind, because 
each author knew that they had to give an account about their progress on a weekly basis. 

The NVivo workshop at DMU was another notable success within the project. In conjunction 
with the weekly Skype calls, this led to the case study authors meeting in person for the first time as 
a group. It allowed for collective discussion on methodology and approach, and ensured that the 
majority of the case studies were all at a suitable point of progress by mid-October 2018. 

Finally, the project leader was extremely supportive throughout the process of the 
development, writing, and reviewing of the case studies. Rather than being a distant figure, he 
attended a significant number of the weekly Skype calls, making himself available for clarification 
purposes. Furthermore, his leadership approach was one of encouragement and support, rather 
than attempting to be disciplinarian. He was understanding towards the partners with no social 
science experience and was very accommodating to reviewing the case studies, despite having a 
very busy schedule. This was very much appreciated by the case study authors and provided the 
effective guidance required for high-quality case study reports. 

5.4 Next Steps 

The case studies represent an important first step for the SHERPA project. They are the first visible 
publicly available deliverable of the project and support its claim to make an important contribution 
to the current debate around the ethics and human rights aspects of Smart Information Systems. It is 
therefore important for them to be visible and accessible through the various stakeholder groups 
with potential interest. They constitute their first set of major inputs into the SHERPA Workbook. It 
was therefore decided to publish the individual case studies in the workbook. At the same time each 
case study was submitted to and evaluated as a stand-alone paper of the ORBIT Journal. This was 
facilitated by the fact that the SHERPA coordinator simultaneously serves as the editor-in-chief of 
the ORBIT Journal. The ORBIT Journal is a platinum open access journal, i.e. it currently charges 
neither article processing fees nor any other fees to authors and is financially supported by the UK 
EPSRC-funded ORBIT project (www.orbit-rri.org).  

The transfer of the case studies from this deliverable to the ORBIT journal required further review 
and revision. The eventual case studies that are published on the SHERPA website and workbook I 
therefore not always fully identical to the ones submitted in this deliverable. However, the quality of 
the published cases will be improved, due to at least one additional round of review. 

In order to maximise attention and impact, the case studies are not publish simultaneously, but will 
be released individually during the first quarter of 2019. 

http://www.orbit-rri.org/
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7. Appendices 
7.1. Consent Form 

Issue Respondent's initials 

I have read the information presented in the information letter about the case 
study 

 

I have had the opportunity to ask any questions related to this study, and 
received satisfactory answers to my questions, and any additional details I 
wanted.  

 

I am also aware that excerpts from the interview may be included in 
publications to come from this research.  Quotations will be kept anonymous 
unless I give specific permission to the contrary (below).   

 

I give permission for my name to be associated with excerpts from the 
interview which may be included in publications to come from this research. 

 

I give permission for my organisation to be identified in any final publications 
produced by SHERPA. 

 

I give permission for the interview to be recorded using audio recording 
equipment. (if necessary).  
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I understand that relevant sections of the data collected during the study may 
be looked at by individuals from or a project partner from SHERPA. I give 
permission for these individuals to have access to my responses. 

 

I understand that the audio recording may be given to a transcription service 
company to transcribe. I give permission for these organisations to have access 
to my audio files for transcription purposes 

 

 

With full knowledge of all foregoing, I agree to participate in this study.  

I agree to being contacted again by the researchers if my responses give rise to interesting findings 
or cross references. 

□   No  □   Yes 

If yes, my preferred method of being contacted is: 

 □   Telephone: …………………………………………………….. 

 □   Email: …………………………………………………………. 

 □   Other: ………………………………………………………….. 

Participant 
Name  

 Consent 
taken by 

 

Participant 
Signature  

 Signature  

Date  Date  

 

7.2. Consent Form Information Sheet 

SHERPA - Shaping the ethical dimensions of smart information systems (SIS) – a European 
perspective 

Task 1.1 – Case Studies 

Please take some time to read this information and ask questions if anything is unclear. 

Contact details can be found at the end of this document. 

What is the purpose of this study? 

This study aims to develop a case study for the SHERPA project regarding ethical issues arising in the 
use of artificial intelligence and big data (Smart Information Systems - SIS). This information will be 
used to develop an analysis of these ethical issues and, thereafter, a workbook on the responsible 
development of SIS. The information gained from these interviews will identify potential gaps in 
understanding and reinforce comprehension of well-known issues. 
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Who is organising this research? 

The research for this study is being undertaken by   

A Research Ethics Committee has reviewed and approved this research. 

Why have I been chosen? 

The project aims to develop 10 case studies from a number of different contexts. These will include 
business, government, insurance, agriculture and banking. The aim is to develop a broad 
understanding of ethical issues spanning these contexts, recognizing similarities and differences. You 
have been chosen as a member of one of these contexts with a good understanding of the use of SIS 
within your own particular context. 

Do I have to take part? 

Participation in this study is voluntary and you may ask any questions before agreeing to participate.  
If you agree to participate, you will be asked to sign a consent form.  However, at any time, you are 
free to withdraw from the study and if you choose to withdraw, we will not ask you to give any 
reasons. 

What will happen to me if I take part? 

If you agree to take part in this study we will interview you in person, or by phone/Skype, regarding 
your experience with SIS.   

We may ask you to participate in a follow-up interview, though participation in this is optional.   

What are the possible benefits of participating? 

The study aims to develop an understanding of ethical issues, the purpose of which is to inform the 
SHERPA project proposals for the responsible development of SIS. In addition to helping the SHERPA 
project, advanced ethical analysis will be carried out on the case study to which you contribute, 
which may raise issues that your organisation would like to know about and take steps to remedy. 

What are the possible risks of taking part? 

There are no risks in taking part in this study. At any time during the interview you can choose to 
withdraw.   You may also choose to withdraw your data from being used in the project at any time 
until 1 January 2019. 

How will my interview be used? 

The case studies will combine quantitative and qualitative elements and will be designed and 
analysed by SHERPA project partners who have experience in ethical analysis. The recording of the 
interview may be transcribed by parties outside of the consortium. If this happens, the transcription 
company will delete the recording and transcription after the transcription is approved. On the 
consent form we will ask you to confirm that you are happy for the SHERPA consortium to use and 
quote from your interview.  Any such use will be anonymous unless you indicate otherwise on the 
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consent form. Information which will identify your organisation will also be kept out of publications 
unless otherwise indicated on the consent form. 

What will happen to the results of the project? 

All the information that we collect about you during the course of the research will be kept strictly 
confidential.  You will not be identified in any reports or publications and your name and other 
personal information will be anonymised unless you indicate otherwise on the consent form.  

What happens to the interviews collected during the study? 

The interviews will be transcribed by the interviewers or a designated, approved third-party agency. 
If we use a third-party transcription service, we will ensure that there is a signed data processing 
agreement in place. The audio files will be deleted, once the analysis of the interview is complete.  

What happens at the end of the project? 

You may request a summary of the research findings by contacting Kevin Macnish, University of 
Twente (k.macnish@utwente.nl).     

What about use of the data in future research? 

If you agree to participate in this project, the research may be used by other researchers and 
regulatory authorities for future research.   

Who is funding the research? 

This research is funded by the European Commission] under grant no. 786641. 

What should I do if I have any concerns or complaints? 

If you have any concerns about the project, please speak to the researcher, who should 
acknowledge your concerns within ten (10) working days and give you an indication of how your 
concern will be addressed.  If you remain unhappy or wish to make a formal complaint, please 
contact Kevin Macnish, k.macnish@utwente.nl.    

Fair Processing Statement  

This information which you supply and that which may be collected a part of the project will be 
entered into a filing system or database and will only be accessed by the researcher and supervisor 
involved in the project.  The information will be retained by the researcher’s institution and will only 
be used for the purpose of research, statistical and audit and possibly commercial purposes.  By 
supplying this information you are consenting to us storing your information for the purposes above.  
The information will be processed by use in accordance with the provisions of the Data Protection 
Act 1998.  No identifiable data will be published. 

7.3. Template for Final Report 

Length:  7500 - 9000 words 
  

mailto:k.macnish@utwente.nl
mailto:k.macnish@utwente.nl


 

 
28 

Structure:  
1.     Introduction – 300 - 500 words 
Introduce 
A. The topic and describe the aim of the report 
B. Any case-specific research question(s),  
C. Methods (to the extent different from the general approach advocated for the case studies) 
and  
D. Outline of the remainder of the report. 
  
2.     Background review:  ethical issues in the application domain you are discussing (e.g. SIS in health 
care) – 1500 - 2500 words 
(Literature review) 
A. Description of the domain and its use of SIS (i.e. how SIS is currently being used in 
healthcare) 
B. Survey of ethics literature of SIS in the domain you will discuss, as well as own identification 
of ethical issues [Do this is a systematic way that gives an overview of ethical issues that have been 
identified and discusses each] 
C. Conclusion 

  
3.     Introduction to the case study and descriptive analysis – 2000 – 2500 words 
(Empirical research, interviews, literature study presented in journalistic style) 
Description of the setting:   
A. description of the organisation(s) and individual(s) interviewed - interview questions 1-6,  
B. of the SIS systems(s) being used by the organization(s) - interview question 7,  
C. the aims of the organization(s) in using these systems - interview question 8,  
D. does the system work as intended or are there issues with its operation - interview question 
9, 
E. identify some general (non-ethical) impacts that the system has (had) on the organization - 
interview questions 10-12. 
F. the way in which the system(s) work - interview questions 13-14,  
G. the policies governing the system(s) use - interview questions 15-16,  
H. who are stakeholders and what is the impact on them - interview questions 17-24  
  
4.   Ethical issues – 2000 – 2500 words 
A. Identify benefits and harms of the system from the point of view of stakeholders.   
B. Identify ethical issues with the system(s),  
a. That are the result of the design and normal operation of the system, and  
b. The particular uses and responses to it or its impact by stakeholders.  (These can be ethical 
issues recognized by stakeholders or not recognized.)   
c. Discuss the extent to which these are recognized by stakeholders and any remedial 
measures that have been taken already (laws, policies, initiatives, redesigns, etc.).  
d. Draw upon the information gathered during the interviews; literature study; and research 
about the case 

  
5.   Conclusion  500 – 1000 words 
Summary of findings.  
A. What have we learned from the case study?  
B. What are possible ways in which the ethical issues can be mitigated? 
C. What further investigations should be done? 
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8. The Case Studies 
CS01 – Employee Monitoring and 
Administration 

 

Case Study: The Internet of Things and Ethics 

 

This project has received funding from the 
European Union’s Horizon 2020 Research and Innovation Programme 

Under Grant Agreement no. 786641 
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Executive Summary 

The Internet of Things (IoT) may be defined as a network of networks, where the end devices are not 
user-handled devices but can be computing devices, mechanical and digital machines. In many 
businesses, IoT-based software is used increasingly as a means to deliver enhanced customer service 
and improved business management procedures. By using IoT to monitor business operations, 
through tracking-capable software, businesses are, for instance, able to track products and 
employees. The issue is further explored in the literature review (Section 2). 

Section 2 starts by offering some general remarks about the topic under discussion (Internet of 
Things – hereinafter IoT – and monitoring employees) including the harm that occurs. Then, 
section 2.1.1. is dedicated to the legal/human rights analysis as it is presented through the 
literature. In this section, an account on suggestions for Guidelines and policies on monitoring is 
offered. Part 2.1.2 is a jurisprudential analysis and it contains information about important case 
law, again, as presented through the literature. This part emphasises the importance of the 
jurisprudence of the European Court of Human Rights. The issue of consent is presented in section 
2.2, where it is argued that it is not a panacea. Section 2.3 is about the ethics and perceptions 
around monitoring and tracking. Section 2.4 gives information about comparative literature on 
monitoring and employee privacy, followed by some concluding remarks.  
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1. Internet of Things and Ethics: A Case Study 

 
“The Internet of Things is … the latest, most hyped concept in the IT world” (Madakam, Ramaswamy, 
Tripathi 2015). It is  

“An open and comprehensive network of intelligent objects that have the capacity to auto-
organize, share information, data and resources, reacting and acting in face of situations and 
changes in the environment” (ibid.).   

 
The Internet of Things (IoT) may be defined as a network of networks, where 
the end devices are not user-handled devices but can be computing devices, 
mechanical and digital machines. They can even be objects that can be provided 
with unique identifiers that transmit and receive data without active human 
intervention, e.g. sensors or tracking devices. This can include a person 
indirectly, e.g. a patient with a heart monitor; even though the person is part of 
the data generation process, he/she is not directly involved with the data 
generated and communicated over the network.  

In many businesses, IoT-based software is used increasingly as a means to 
deliver enhanced customer service and improved business management 
procedures. By using IoT to monitor business operations, through tracking-
capable software, businesses are, for instance, able to track products and employees.  

The use of the IoT can be associated with the generation and manipulation of vast amounts of data 
that may relate to human behaviour and interaction, 
popularly known as Big Data. Big Data and its manipulation 
can result in potentially high impact, for instance, on privacy, 
security and consumer welfare (Kshetri 2014). This is 
particularly so as the process of data collection in IoT is done 
automatically, often without any human intervention.  

IoT primarily aims at establishing machine-to-machine communications, i.e. connecting machines over 
a network without relying on, or requiring human intervention. The increasing use of sensor devices 
and the enhancement of subsequent smart environments has led to the integration of sensors within 
IoT, bringing the exchange of data between machines to a new level, where, contextually, data is now 
exchanged between environments, humans and objects through the connectivity enabled by the IoT.  

This case study investigates the development and use of an IoT-based SIS that makes use of Big Data. 
Note that at the current stage of the SIS development, it does not use any AI-based algorithms. The 
ethical impact is expected to relate to the aspects of data collection and manipulation to support 
monitoring and tracking in businesses, where the specific SIS is used. 

 

1.1 Business Use of IoT for Surveillance 

In business, IoT proved to be a solution for saving time and money, for improving the customer 
experience and employee productivity, and for overall monitoring business processes. In fact, asset-

IoT-based software is used 
increasingly as a means to deliver 
enhanced customer service and 
improved business management 
procedures. 

 
Heart monitor data, free 
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tracking and monitoring are thought to be a driver for business innovation (Tournier, 2017). Following 
the developments in technology, according to Karahisar (2014), monitoring has steadily increased in 
several types of environments such as educational institutions, roads, subway transportations, as well 
as in people’s habitats, (predominantly in urban settings). The same applies in the workplace. Due to 
the increase in cyberloafing13 and consequent lawsuits, employee monitoring has become more 
widespread and much easier with the use of new and cheaper technologies (Mujtaba, 2004). In fact, 
nearly 80% of organizations use some type of electronic performance tracking (Tomczak, Lanzo and 
Aguinis, 2018); estimates indicate that over 26 million workers are electronically monitored (G. 
Stoney, 1998).  

Nowadays an increasingly global workforce communicates, collaborates, and connects in global 
marketplaces with web- and cloud-based technologies across geographies and territorial borders 
(Determann and Sprague, 2011). Undoubtedly, a wide array of devices and technologies enable 
employers to monitor employees and track resources in order to check on productivity, safety, theft, 
use of company time and company resources for personal purposes, and to try to prevent harassment.  

Some examples of such technologies include phone tapping, 
video surveillance, and computer monitoring (Mishra and 
Crampton, 1998). Moreover, offices are often under 
surveillance by cameras, certain sites and social media sites are 
blocked on the Internet, personal data can be recorded, and 
electronic cards are used for employee entries and exits 
(Karahisar, 2014). Also, in order to control and monitor 
employees, employers may take additional diverse 
surveillance instruments into consideration such as time-
tracking and access control systems, e-supported systems like 
chip cards, RFID (radio-frequency identification) chips 
powered by the IoT, human implants, various biometric 
systems, computer surveillance, network monitoring software, 
GPS tracking, telecommunication, visual and Internet 
monitoring, as well as surveillance through detective agencies (Hugl, 2013). Employers, often consider 
monitoring as a necessity since it increases efficiency, improves quality and ensures security.  

Nevertheless, both the aspect of consent and that of power asymmetries, must not be taken lightly in 
the case of employee monitoring. According to Macnish (2015), competent adults should be able to 
consent to any surveillance action, so that the action itself obeys the proportionality balance between 
the parties involved, and hence be considered ethical. In the case of employee monitoring, the 
knowledge of the surveillance or monitoring is very significant. However the power asymmetries may 
overrule the information symmetry achieved by knowledge and consent, in case the employee is not 
in a powerful enough position to deny consent.  In the case of SIS there are additional concerns since 
the monitored employees may not aware of the manipulation process of collected data.  

                                                           
13 This is a term often used to describe the habit of employees to use their Internet access for personal use. 

An increasingly global workforce 
communicates, collaborates, and 
connects in global marketplaces 
with web- and cloud-based 
technologies.  
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This will be done by analysing key issues within the literature and current legislation on the topic and 
by conducting interviews with two software designers working for an international company, which 
develops and markets on-demand and on-premise software for Subscription Billing and Rewards, 
which uses IoT – CRM.COM (crm.com, 2017). The case study further aims to identify whether software 
development and distribution organisations face ethical issues in IoT usage in practice, and further, if 
there are policies and procedures set in place for addressing these concerns; and whether they face 
additional issues not addressed in the literature.  

This case study will first review the current literature and legislation relevant to such activities as 
monitoring and tracking, as well as using IoT technologies (Section 2), and thereafter present 
CRM.COM focusing on how it provides tracking software as a service and as a product for businesses 
nationally and in several countries worldwide (Section 3). Finally, the case study will discuss the ethics 
of such IoT-powered software products, by considering both their design and their usage (Section 4).  

 

2. Background Review 

The background review focuses on the effects of monitoring and tracking from a legal and ethical 
perspective and what aspects need to be considered as the study moves on to investigate the effects 
of a selected SIS that is used for such purposes, given the legal groundwork outlined next. This section, 
therefore begins with the legislation of employee monitoring and asset tracking, presenting both a 
legislative analysis and a jurisprudential analysis. The section then moves on to discuss specific cases 
of privacy and discrimination as related to monitoring. The section closes with an overview of the 
ethics of monitoring and tracking as highlighted in important publications.  

Given that employee monitoring and asset tracking is not a new topic, there are a few cases to discuss. 
However, the application of these practices with the use of SIS is a recent development, which 
accounts for the lack of legislative analysis so far.  
 

2.1 Legal Issues: Employee Monitoring and Asset Tracking 

The report starts by offering some general remarks about the topic under discussion (Internet of 
Things – hereinafter IoT – and monitoring employees) including the harm that occurs. Then part 2.1.1. 
is dedicated to the legal/human rights analysis as it is presented through the literature. In this part, an 
account on suggestions for Guidelines and policies on monitoring is offered. Part 2.1.2 is a 
jurisprudential analysis and it contains information about important case law, again, as presented 
through the literature. This part emphasises the importance of the jurisprudence of the European 

The primary research question that will be addressed in this case study is about 
which ethical issues arise in the use of the selected SIS design and use, i.e. IoT-
based software for monitoring and tracking and how these can be addressed.  
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Court of Human Rights. The issue of consent is presented in part 2.2, where it is argued that it is not a 
panacea. Part 2.3 is about the ethics and perceptions around monitoring and tracking. Part 2.4 gives 
information about comparative literature on monitoring and employee privacy. The paper finishes 
with concluding remarks.  

The use of monitoring technologies in the workplace and its many forms 

The use of monitoring technologies in the workplace is a topic which received attention from scholars 
and it has been addressed and touched upon from various angles.  

In the Internet age, as Frayer argues in his article Employee privacy and Internet monitoring: Balancing 
workers' rights and dignity with legitimate management interests (E. Frayer, 2002), employers face 
serious risks from employee misuse of the new communication medium (referring to emails). In fact, 
the tendency of employees to misuse the internet at their workplace is also confirmed through 
employees’ testimonies in the article Ethical Implications of Employee Monitoring: What Leaders 
Should Consider, by Mujtaba (2004). Moreover, Martin and Freeman (2003) – their article will also be 
mentioned below – hold that in 2001, 60.7% of employees surveyed said they visit Web sites or surf 
for personal use at work. 

To reduce the risk of internet misuse in the workplace, as Frayer notes, employers are turning to new 
monitoring technology enabling them to view, record, and report literally everything employees do 
on their computers. Τhis is one – among others (such as performance and productivity) – of the 
reasons for the development of the practice of monitoring in the workplace.  Another reason which is 
mentioned by Karahisar (2014), is, as she puts it: ‘in order to keep workers under pressure, to threaten, 
to appal, and to make them feel the power over’. More reasons for employee monitoring are 
mentioned in Hugl’s Workplace surveillance: examining current instruments, limitations and legal 
background issues (2013) prevention of related image damage, defense of corporate espionage, a 
general intended protection of corporate assets,  detection of illegal software and missing data, 
increase of productivity, detection of reasons for a disciplinary warning letter or a termination, 
significantly reduced costs and increased availability of surveillance technologies, and others. 

Some of the many forms that monitoring in the workplace can take are discussed in Balancing 
Employer Monitoring and Employee Privacy, by Mohl (2006). Examples include monitoring e-mails to 
filter out inappropriate attachments or messages containing inappropriate content, Internet Web-
blocking software that blocks access to non-business-related websites, as well as direct surveillance 
in the form of video cameras or global positioning systems. 

The harm 

While many employees express the view that they do not mind and/or they understand why they are 
being monitored, as is demonstrated in the article Ethical Implications of Employee Monitoring: What 
Leaders Should Consider by Mujtaba (2004), which is also mentioned below, this phenomenon has, 
among others, a psychological as well as ethical and legal dimension. Karahisar (2014), in her article 
Developments in communication technologies and employee privacy in the workplace, apart from the 
impact of the phenomenon on privacy, she finds that monitoring practices and controls cause pressure 
on employees. As she specifically writes, ‘the widespread practice today is keeping employees under 
continuous pressure and control’. Moreover, she mentions that employer's monitoring and 
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surveillance results in workers feeling humiliated, and may lead to stress, demoralization, and stress-
related health problems in workers. Her article is based on desktop research. 

Relevant to the ethical and legal dimension of the phenomenon is Karahisar’s stance, that the case of 
constantly being monitored and tracked has led to the established opinion from employees that there 
is no privacy at work. In a similar framework, Frayer mentions that employee advocates assert that 
such surreptitious monitoring may infringe on employee privacy and other protected workplace rights.  
The feeling of invasion of the privacy of the employees is also mentioned in the article Ethical 
Implications of Employee Monitoring: What Leaders Should Consider, written by Mujtaba (2004).   The 
issue of privacy, which is strongly connected to the IoT, is indeed important and it is also extrapolated 
in other articles – such as Employee monitoring: Privacy in the workplace? by Mishra and Crampton 
(1998).  

Beyond Karahisar, the authors of Organizational Surveillance of Computer-Mediated Workplace 
Communication: Employee Privacy Concerns and Responses, Chory, Vela and Avtgis (2016), examine 
concerns on privacy rights, due process, and fairness through an empirical study of full-time working 
adults’ beliefs through an empirical study of full-time working adults’ beliefs about their computer-
mediated workplace communication privacy and their evaluations of organizational justice, trust in 
upper management, and commitment to the organization. Their results suggest that employees who 
do not perceive much privacy, tend to view their organization’s policies as less fair, trust upper 
management less, and demonstrate less commitment to their organizations.  

In Ethical Issues in Electronic Performance Monitoring: A Consideration of Deontological and 
Teleological Perspectives (Alder, (1998)), it is demonstrated through desktop research that 
monitoring is seen by some as dehumanizing, that it invades worker privacy, increases stress and 
worsens health, and that it also decreases work-life quality. 

What was discussed so far shows that the IoT can be harmful. In particular the use of monitoring 
technologies in the workplace, which is a widespread practice that takes many forms, causes harm. In 
fact, monitoring employees has multidimensional effects not only on employees (their human rights, 
their health (including psychological), and their general well-being) and on ethics and human rights in 
general, but also on the business itself as it affects the way in which employees perceive their 
professional environment, something which can be said that it affects the performance. For example, 
they ‘demonstrate less commitment to their organizations’ as already mentioned). 

  

2.1.1 Legal / Human rights analysis 

Because of its legal and ethical dimension, apart from the attention from scholars, this particular 
practice received the attention of the legislature as well. One example which is discussed in the 
literature relates to Italy and is analysed in New limits to the remote monitoring of workers activities 
at the intersection between the rules of the Statute and the Privacy Code (Alvino, 2016). In this article, 
Alvino examines the provisions contained in the new article 4 of the Worker’s Statute that limits the 
employer’s monitoring powers.  
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Guidelines and policies on monitoring 

Since monitoring is a practice which can result in a violation of rights, the need for guidelines and 
policies on monitoring are mentioned in some articles. For example, in Employee monitoring: Privacy 
in the workplace? Mishra and Crampton, (1998) discuss the fact that employers can defuse or avoid 
the negative effects of monitoring, by following certain guidelines. What is more, the authors maintain 
that employers should undertake such activities with much forethought and care. In Balancing 
Employer Monitoring and Employee Privacy, Mohl (2006) seems to agree as he argues that ‘regardless 
of what form of monitoring an employer utilizes, care must be taken to ensure that it does not violate 
employees' privacy rights.’ 

In Employee monitoring: what are the legal issues? (Edwards, 
2015), Edwards explains what he perceives as the best advice 
for the employers. This is the development of a clear policy 
setting out when and under what circumstances an employer 
can undertake employee monitoring. He argues that it is 
important that an employer applies any policy consistently to 
avoid discrimination claims. He goes on to discuss how 
employers must ensure that their employees understand the 
circumstances under which the content of their emails might 
be monitored or reviewed. Hence, at the very least, 
employers should ensure that there exists a policy in place and 
that staff are aware of it.  

The tension between evaluative surveillance and privacy against the backdrop of the current explosion 
of information technology is addressed by Moore (2000) in Employee monitoring and computer 
technology: Evaluative surveillance v. Privacy. Not only he agrees with Edwards above (he argues that 
knowledge of the different kinds of surveillance used by any given company should be made explicit 
to the employees) but he also claims that there will be certain kinds of evaluative monitoring that 
violate privacy rights and should not be used in most cases.  

In the same framework, the Bărbulescu v. Romania case of the ECtHR reaffirms the importance of 
having full policies setting out in clear terms the circumstances in which personal use of systems is 
permitted as well as the extent of monitoring and circumstances in which it may occur. 

In Ethical Implications of Employee Monitoring: What Leaders Should Consider, by Mujtaba (2004), 
which looks at cyber loafing, the author mentions actual samples of employees' perceptions and 
feelings from the surveys and discussions on having their Internet use at work being monitored. The 
majority of the respondents seem to be at ease with monitoring and to understand the reasons of its 
existence.  For example:  

‘I have no problem with my work monitoring my internet use, [...] because it can be a money saving 
tool to weed out the cyber loafers’ said one respondent while another one said that ‘I expect to be 
monitored in my organisation. The job I have requires full secret national security clearance. The data 
is sensitive and restricted. My company would be foolish not to institute security measures. The data 
of my company and its subcontractors and the governments cannot be compromised. Therefore, 
everyone here is aware of the consequences of downloading prohibited content or surfing 
excessively’. A third respondent expressed the view that ‘Unfortunately, many individuals abuse their 
right to the Internet and play around when they should be performing valuable work for their 

Since monitoring is a practice 
which can result in a violation of 
rights, the need for guidelines 
and policies on monitoring are 
mentioned in some articles 
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organisation. So, monitoring policies/guidelines should be developed and communicated’. Another 
responded said that ‘[...] So, I am aware that my incoming and outgoing emails and Internet 
connections are being monitored by the company. I am OK with this policy as I am aware of it. [...]’. 
However, this responded adds that ‘Respecting a worker’s basic privacy and essential needs, an 
employer could include provisions for private use of Internet in the policy. I really don t like the idea 
of being monitored. But most people don’t mind being accountable to somebody. They don’t mind 
being monitored as long as they know about it’. A worker who also expressed that they do not like 
being monitored, said that ‘personally I really do not like the idea of being monitored. It’s an issue of 
privacy and having personal space at work’.  Relevant to that argument is another worker’s view that 
the line between personal and professional Internet usage is blurred.  

 

2.1.2 Jurisprudential Analysis 

The jurisprudence on monitoring employees has its own place in the academic literature. In this part 
of the paper, five papers are presented, which present and analyse important cases from the United 
Kingdom, Romania and Israel.  
 
United Kingdom: The recent case of McGowan v Scottish Water 
demonstrated the issues related to employee monitoring in practice. An 
employee claimed unfair dismissal, but his employer argued he had been 
forging his timesheets. The employer had carried out covert video 
surveillance of the employee's home to get evidence of when the employee 
left for and returned from work and then compared those times with his 
timesheets. The issue in the tribunal was whether the video evidence 
breached the Human Rights Act 1998 because it had been obtained covertly 
and, therefore, ignored the respect for the employee’s privacy. The tribunal 
held that the surveillance operation was not disproportionate to the 
circumstances and was undertaken to protect the employer's assets. 
Therefore, the video was accepted as evidence. (Legal Q & A: Employee monitoring, Personnel Today 
18, 2006)  
 

Romania: Bărbulescu case is examined in the European Court of Human Rights: Monitoring Employee 
Communications Ruled Unlawful (Temperton and Illing, 2017). In this case, Bărbulescu challenged his 
employer in the Romanian courts and later at the European Court of Human Rights (ECtHR), alleging 
a breach of Article 8 of the European Convention on Human Rights (the right to respect for private and 
family life, home and correspondence). The authors hold the view that the ‘ruling (of the ECtHR) 
appeared to set the bar quite low on the facts’ as ‘an employer did not seem to have to establish a 
particularly compelling reason to monitor in order for the proportionality requirements to be met’. 
The case was referred to the Grand Chamber of the ECtHR. The authors are not surprised by the new 
decision and they hold that the Grand Chamber puts the bar back where it should have been – the 
employer needed to do more in order to meet the tests that would justify monitoring. They also 
believe that an important reason why the applicant’ arguments succeeded was the fact that his 
employer was not clear about the nature and extent of any monitoring. 
 
Barbulescu v Romania is indeed a very interesting case, and as is discussed in Workplace Monitoring 
and the Right to Private Life at Work (Atkinson 2018), it clarified the application of Article 8 (right to 
private life in the workplace}, and the extent of the state's positive obligations to protect the right 
against workplace monitoring. In his analysis, Atkinson also supports that the decision establishes the 
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fact that there is an irreducible core to the right to private life at work that does not depend on an 
employee's reasonable expectations of privacy, and sets out clear principles for striking a fair balance 
between Article 8 and the employer's interests in the context of workplace monitoring.  

 

Israel: Mirchin (2012), in his article ‘Monitoring Employee Online Activity’, 
he discusses a recent landmark National Labour Court (NLC) decision in 
Israel, which established principles that specify how employee emails and 
computer usage can be monitored. The article explains that the decision, 
which held that monitoring/inspecting personal email constitutes a 
significant invasion of privacy and thus it should only be permitted under 
specific circumstances, weighed heavily in favour of employees, significantly 
increasing their privacy rights. As a result, employers in Israel are now more 
careful about monitoring employees’ online activity unless certain 
circumstances exist, while they are avoiding policies that are generic or 
vague for email and computer use. Among the established principles are: maintain a clear email policy, 
evaluate less invasive alternatives for monitoring employees, and obtain employees informed and 
written consent to the monitoring activity. 
 

 

The importance of the jurisprudence of the European Court of Human Rights 

According to Sychenko (International Protection Of Employee’s Privacy Under The European 
Convention On Human Rights, 2016) the jurisprudence of the ECtHR provides a significant framework 
for the consideration of cases concerning employee's privacy. As is assessed in the paper. ‘its broad 
interpretation of the right to respect for private life significantly contributed to the protection of 
personal data, elaborating positive obligations of the states’. The article takes into account Bărbulescu 
v. Romania and presents the opinion of Dissenting Judge Pinto De Albuquerque who characterised the 
case as an excellent occasion for the Court to develop its case-law in the field of protection of privacy 
with regard to employees’ Internet communications.. Moreover, the article focuses on the Court's 
approach to the lawfulness and necessity of the interference with employee's privacy, as it has 
particular value for the employee's protection on the national level in the countries of the Council of 
Europe. 

The above demonstrates that there is there are different proposals and approaches to the issue if 
monitoring employees, which can help us extract ideas and conclusions for the wider landscape of the 
IoT.  

 

2.2 Monitoring, privacy and consent – Is consent a panacea? 

The recent Regulation on General Data Protection (GDPR) (2018) and its practice in Europe, makes it 
clear that for any employee monitoring to take place (and hence for any personal data to be collected), 
consent must be given by the employee. However, even with the existence of legally compliant 
practices such as signed consent forms, unethical practices might do take place. For example, Macnish 
(2018) discusses the fact that that, even though the seeking of consent between two parties 
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demonstrates mutual respect, reinforces autonomy and generally assures fairness, often this is not 
the case, since there are at least three ways in which consensual transactions might be invalidated, 
and they include fraud, exploitation and coercion.    

This shows that informed consent cannot be seen as a panacea. 

 

2.3 Monitoring and tracking – Ethical, economic and legal dimension 

In the article Some Problems with Employee Monitoring (Martin and Freeman, 2003) the authors 
identify seven key arguments that emerge from the pool of analysis regarding the ethical, economic 
and legal dimensions of employee monitoring. They argue that none of these arguments is 
conclusive and each calls for managerial and moral consideration and they conclude that a more 
comprehensive inquiry with ethical concern at the centre is necessary to make further progress on 
understanding the complexity of employee monitoring. The final section of the paper sketches out 
how such an inquiry would proceed. Their seven arguments have to do with productivity, security, 
liability, privacy, creativity, paternalism and social control.  

In Monitoring Employee Internet Usage (Gorman, 1998), Gorman explores the question whether 
employers should know where their employees are going when they are provided with Internet and 
World Wide Web access, or if this is a breach of privacy issue.  

In Surveillance in Employment: The Case of Teleworking (1999), 
Fairweather argues that while employers have a legitimate interest in a 
certain amount of monitoring of their employees, an employee is not a 
slave. Hence, an employee should not be required to reveal their whole 
self to the employer but instead has a right to privacy. Fairweather argues 
that to allow intimate information to remain private, workers and 
teleworkers should not normally have personal communications under surveillance by their employer, 
and the employer should not routinely monitor the nature or content of a worker’s home life. 

 

2.4 A comparative approach: US, China, Canada and Europe 

Different legal systems and traditions have different approach to the issue of 
monitoring and privacy. The authors of the article Intrusive monitoring: 
employee privacy expectations are reasonable in Europe, destroyed in the 
United States, Determann and Sprague (2011), observe that many historic 
differences in the workplace are levelled by globalization but there is still a 
very big difference on the law on workplace privacy, between the United 
States and the European Union. They believe that this difference raises 
challenges for employers who manages and monitors worldwide human 
resources with global processes and technologies. Due to this challenging 
reality, the authors examine the contrasting policy and legal frameworks relating to data privacy in 
the US and the European Union, with a particular focus on workplace privacy and intrusive surveillance 
technologies and practices. The authors argue that in general, the right to privacy in the US is 
conditioned on a reasonable expectation of privacy. 
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In Monitoring employee activity without infringing privacy laws, Cheng, Liu and Jiang (2010) argue that 
the legal framework relating to individual privacy and data protection in China is rather patchy and 
incomplete and that there is currently no set of laws or regulations that specifically address data 
privacy or protection in the context of employment.  

Overall, conclusions for the approach towards the regulation of employee monitoring and asset 
tracking is elaborated in Regulation of Electronic Employee Monitoring: Identifying Fundamental 
Principles of Employee Privacy through a Comparative Study of Data Privacy Legislation in the 
European Union, United States and Canada (Lasprogata, King and Pillay, 2004), which discusses among 
others the right to privacy in a comparative way between the USA, Canada, and the EU. The article 
dedicates a large part on discussing the regulation of electronic monitoring of employees in the USA, 
Canada, and the EU. The authors hold that relevant laws in monitoring exist in a context that 
recognizes the valid business reasons for electronic monitoring and considers the interests of 
employees in workplace privacy and, ‘in this respect the EU, United States, and Canadian approaches 
are similar; all give some due to the business reasons for electronic monitoring’. However, there are 
radically different approaches between the EU, Canada, and the United States in regards to regulating 
electronic monitoring. The authors also claim that a comparison between the relevant laws in these 
geographies ‘fails to reveal a common legal paradigm for multinational employers that would support 
a uniform electronic monitoring policy for all employees working in these countries’. They go on to 
support that ‘The lack of a common legal paradigm for the EU, Canada, and the United States is due 
to inconsistencies in the privacy laws and underlying value systems of the different countries, and the 
variety of factors that alter the lawfulness of employee electronic monitoring from country to 
country’. 

2.5 Overall Conclusions of Background Review 

Throughout this background research into, mainly the ethical and legal issues of using Smart 
Information Systems (SIS), it becomes clear that up to now, the issue is approached more from the 
perspective of monitoring people. However, there is the issue of asset tracking (tracking our physical 
belongings, through, for example, barcode scanning, or GPS), which is more subtle but can still 
manipulate personal or sensitive data and support unethical practices, if not addressed early on. Both 
monitoring and tracking within a business have been, undoubtedly, fundamentally affected by the 
development and use of SIS technology (for example, IoT) and electronic communications in the 
workplace. The main conclusion that can be drawn from the literature review is that there are a 
plethora of concerns with regards to human rights violations of employees – in particular, the right to 
privacy – and ethical principles. There are also many legal principles, laws and jurisprudence, which 
address some of these issues. Alder (1998) remarks that there are opposing opinions regarding 
workforce tracking and electronic performance monitoring and that both proponents and opponents 
of electronic monitoring fail to adequately address the arguments voiced against their point of view.  

A more specific, thoroughly considered and, ideally, legally binding strategy/set of rules must be 
created, which will allow safeguarding employers’ benefits, without violating employees’ rights and 
needs. The need for monitoring can be totally understood and accepted, but as an employee said and 
was mentioned above, the line between personal and professional Internet usage is blurred. Thus, it 
is important to take into consideration what employees legitimately feel (mentioned above are, 
among others: ‘respecting a worker’s basic privacy and essential needs’ and ‘It’s an issue of privacy 
and having personal space at work’) and find a balanced solution among the interests of employers 
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and the rights and needs of employees. The literature mentioned in this review can be proven useful 
for finding ideas for guidelines and ideas.   

 

3. CRM.COM 

CRM.COM implements and uses SIS technology within the business-to-business technology sector. 
The company designs and develops monitoring and tracking software that uses IoT for data collection, 
which is in turn sold to other businesses, either as a software product or as a service.  

It is important to identify how the specific SIS is designed and implemented, as well as how it is used 
in practice and to evaluate if the ethical issues raised in the literature correspond to those understood 
and addressed in reality. In order to achieve this, the particular case study takes into consideration 
background research about the company, and analyses two interviews that were conducted with 
software designers of the company working on the IoT monitoring software. During these interviews, 
the interviewees’ interaction with the SIS is discussed.  

3.1. Description of the Organisation and Individuals 

CRM.COM is an international company that, according to its website, develops and markets on-
demand and on-premise software for Subscription Billing and Rewards (Crm.com, 2017). The specific 
software, which is IoT-based and focuses mostly on subscription and billing management, tracks 
equipment, for the purpose of deducing how assets are used in order 
to either bill according to their usage, or to identify usage fraud. 
Moreover, it is expected that there will be an increasing trend in the 
market share of such products in the future. The interviewees from 
CRM.COM, Ms. Panayiota Demou and Mr. George Rossides, are 
software designers for IoT monitoring and tracking applications. They 
participated in two interviews, where the IoT software design specifics 
were discussed, and furthermore, the ethics and impact of the use of such IoT tracking applications.   
 

3.2. Description of SIS Technologies Being Used 

CRM.COM explores IoT as part of their subscription and billing services and offers asset tracking 
services in two modes.  

First, the service can host the software on a cloud server controlled by CRM.COM, and offer customers 
a software subscription as a service. In this case, the customer cannot completely control or have 
access to the software implementation and CRM.COM can monitor and maintain the software. 
According to the interviewees, in this case of the IoT software,  

‘we are basically using it to track the devices that consume the subscription services and to get 
information that might be billable’. (George Rossides) 

Second, the software can be offered as a stand-alone solution, where the software is installed at the 
customer’s site, and thus, the customer has complete control over the management and use of the 
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software, unless otherwise decided by the customer. In this case, even if CRM.COM supports the 
customer with maintenance tasks, they cannot control the software usage. 

An example of software usage is given by the interviewees in the following: 
‘For example, we might have a client who gives printing machines to his customers, and based 
on the usage of the printing machines, the company will charge the customers accordingly. 
What we do is that we get this usage from the printing machines, and we bill them.’ (George 
Rossides) 

 
A clarification on the data collected by the specific software was requested and the interviewees 
confirmed that  

‘the information that we track is information that was going to be shared with the company 
anyway; […] in order for the company to bill it‘, (George Rossides) 

and clarified that they  

‘do not track information that is not immediately needed or information that is sensitive.’ 
(Panayiota Demou) 

 
 

3.3. The Aims of the Organisation Designing This Technology 

CRM.COM has a single IoT-related software product, which can be distributed in two modes as 
discussed above. Given that there is an ongoing relationship with their customers, especially, for the 
cloud-based tracking software, the interviewees explain that even though they can have access to the 
generated data, it is solely for the purpose of support and maintenance, particularly in the case of the 
cloud-based tracking service. With regards to the standalone solution, when the customers  

‘store it on their own server, then we do not have control over it.’ (George Rossides) 
 
The design of the IoT software has been one of the main foci of CRM.COM during the past year. As the 
company operates globally, the future use is expected to be global. The company expects the market 
share to be either from existing customers or prospective ones, as the technology is becoming 
increasingly popular. Furthermore,  

‘it is not a personal judgement or a judgement made within the company – it’s an area, which 
is actually monitored and developed by a lot of groups that we participate in, like the TM 
forum, a group that provides frameworks around billing, […] and during the last couple of years 
they are focusing a lot on IoT’. (George Rossides) 

 

3.4. Limitations and Constraints of Using this Technology 

With the enforcement of the General Data Protection Regulation (GDPR) in Europe, and for European 
citizens, since May 2018, the company needed to fulfil a number of compliance requirements. 
CRM.COM ‘s customers (businesses) have the same requirements. Software designers are also part of 
the compliance project:  
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‘The past year we have studied the GDPR regulation in depth and we introduced several 
features in order to encourage our clients to comply with the regulation’. (Panayiota Demou) 

The nature of using asset tracking technology is such that in according to the interviewees, data 
protection is something considered in the software design process in any case, but the introduction 
of the GDPR has given them an additional incentive to introduce GDPR-compliant features to the 
tracking software (such as consent forms and anonymity). Nevertheless, the new regulation for data 
protection motivated changes in the software design to enable both CRM.COM and its customers 
(businesses) to be compliant. 

 

3.5. Types of Data Used 

The specific tracking software is designed so as not to exploit or expose data in a way that is 
unnecessary or unethical, or as mentioned above, not GDPR-compliant. According to the software 
designers: 

‘Other than IDs and passports we don’t have any sensitive 
information in our system up to now’. (George Rossides)  

It has been repeatedly confirmed that the software design does not 
consider collecting data that is not immediately needed for the billing 
of the customer. Therefore, the software does not track  

‘preferences of a customer, personal information of the 
customer or information related with the behaviour of the customer’. (George Rossides)  

So even though, tracking is done using the IoT software, the software designers incorporate as many 
features as possible to avoid abuse of the software during usage by their customers. 
 

3.6. Policies Governing the Use of SIS Technology 

The design and use of IoT tracking software is primarily governed by the enforcement of GDPR across 
Europe and for European citizens. The designers’ relevant training (Section 3.4) is important, since as 
software designers, the interviewees always take issues of data protection into consideration, and 
that GDPR just added to an already existing effort:  

‘We usually take those issues into consideration when designing software for our system but 
once we knew that GDPR is going to be happening and taken into account, we decided to 
introduce some specific new features in order to help our customers comply with GDPR’. 
(Panayiota Demou) 

 
CRM.COM supported the professional development of software designers who were educated on the 
new regulation, by giving them time to attend training and follow-up time, so that they can understand 
the different areas of the regulation. Within the company, it is understood that the GDPR is considered 
for revising the design of all company software and not just for IoT software (where data collection is 
part of the software advertised tasks).  
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The software includes, among its standard new features, consent forms, and monitoring of the activity 
by their customers relevant to the data. Regarding the consent forms:  

‘We have included it [consent] in our system. We have some states [in the software design] 
that will determine the functionality of each customer based on their consent’. (Panayiota 
Demou) 

Moreover, regarding the monitoring for identification of system abuse by the new owners, 
CRM.COM’s customers (businesses):  

‘if they abuse the system to target specific cases then we provide a full audit log that can be 
used to trace those cases’. (George Rossides) 

However, the company does not have an official policy on how to deal with such cases at this point, 
although it is expected that they would take correcting actions if abuse were detected. When asked 
about an example of such action,  

‘It depends on the type of the abuse. It could be just to inform them to stop doing what they 
are doing or it could be stopping the service for them’. (George Rossides) 

 

3.7. The Effects on Stakeholders 

ICT professionals employed in the subscribing businesses are significant stakeholders, especially once 
the software has been distributed to the customers (businesses). CRM.COM provides support and 
maintenance during the software’s lifetime, which means liaison with these ICT professionals:  

‘We always provide support unless the customers request otherwise. It’s the nature of our 
business’. (Panayiota Demou) 

The main customers come from: 

‘IT industry and retail industry in general’. (George) 

Overall, the software can be distributed to retail companies, technology companies but can also be 
used in fleet management companies. These companies can be local or international, as the company 
operates  

‘all around the world’. (George Rossides) 

 

4. Ethical Issues  

Throughout the two interviews conducted at CRM.COM, there were a number of ethical issues 
highlighted as a result of the potential use of SIS, specifically, ethical issues that arise from making use 
of the capabilities of IoT technology towards data collection, as well as from designing software for 
other companies to use with their own assets and resources.  

These ethical issues have in large part been discussed in the interviews, matching in several cases 
issues highlighted by literature and legislation. Interview questions have been informed by literature 
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and legislation in that respect. The main issues discussed include the ethics of access to the IoT-based 
software, issues of discrimination and equality that may arise from the use of the IoT-based software, 
the importance of informed consent, the potential of malicious use, issues of privacy, responsibility, 
as well as transparency and trust with a reference to the use of personal data by the SIS. 

Figure 1 – Ethical issues in IoT-Based Tracking 

 
 

4.1. Access to SIS 

Those who have access to a software that handles data is also likely to have access to the data. Access 
to data handled through the IoT poses access risks, as the system is by definition connected to the 
Internet. Design with respect to access controls is therefore important as well as issue of consent, 
which we deal with below. It is not unusual that several of the identified ethical issues interconnect 
for a particular SIS. 

The specific IoT software under consideration in this report is designed, developed and distributed by 
CRM.COM. Once acquired, the customers of CRM.COM use it to track or to bill their own customers. 
As such it is quite important to be cautious with the handling of data across the hierarchy of system 
users.  

In our system, we give the ability to our customers to take consent from their customers. We 
give them the ability to configure how the system will work depending on the state of consent. 
For example, if the customer has not consented, it is not possible to allow the customer to use 
the system in a full functionality or even delete the customer from the system. So, we included 
consent.’ (Panayiota Demou) 

Nevertheless, it is not always straightforward, because the system users have the technological 
freedom to abuse the system, e.g.  

‘they could use information to set up offers for their customers. If they want to target a specific 
group of customers it’s up to them if they are going to do it or not’. (George Rossides) 
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The question that arises is whether the software design company can do anything to control such type 
of access to the SIS, and the answer is that, the software is designed to trace those cases and can 
provide a related audit log of the software users’ activity. Where access control leads to malicious use 
is discussed below.  

 

4.2. Discrimination and Inequality 

Discrimination and inequality were the ethical issues most dominant in the literature review, which 
drew mostly from cases of employee monitoring. Regarding the specific SIS under consideration for 
this report, this is not a major issue, as it deals primarily with asset tracking for billing.  

Nevertheless, the ability of the companies that acquire the software to install it locally, and thus not 
be monitored by CRM.COM, avoiding any detection of potential malicious use of the system, opens 
the door for ethical violations by the customers themselves. In fact, the interviewees were asked 
whether the new owners of the software could monitor a specific group of their customer base and 
the CRM.COM software designers replied:  

‘Yes they could. Especially if we are talking about the billing, which is an important part of their 
business process.’ (George Rossides) 

Hence, from the capabilities of the software point of view, there is potential for discrimination of 
potential users of the software.  

In terms of inequality, this is an issue that may arise because the access rights and permissions to the 
IoT software are provided to the administrators of the software within the businesses of the 
customers, and ultimately the access to the SIS collected data is controlled by these employees’ 
judgement; therefore, the potential for inequality issues exists. CRM.COM provides administrators 
with the ability to provide access rights to specific roles in their company so that  

‘not everyone has access to everything – it’s up to the customers.’ (George Rossides) 

 

4.3. Informed Consent 

One of the main policies that has been highlighted by the enforcement of the GDPR across Europe, 
has been the policy of informed consent. Providing the opportunity to stakeholders to consent to the 
collection, manipulation, or deletion of data is very significant to ensuring data protection. CRM.COM 
has incorporated informed consent as a basic feature in its software: 

‘In our system, we give the ability to our customers to take consent from their customers. We 
give them the ability to configure how the system will work depending on the state of consent. 
For example, if the customer has not consented, it is not possible to allow the customer to use 
the system in a full functionality or even delete the customer from the system.’ (Panayiota 
Demou) 

Specifically, the implemented consent forms allow the product to give the freedom to the customer 
(business) to select the level of commitment to the software usage:  
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‘we have some states [in the software design] that will determine the functionality of each 
customer based on their consent. We give the ability to every customer to consent themselves 
or to withdraw at any time. It depends on our customers how they will set up their system 
based on their business needs.’ (Panayiota Demou) 

Although this has been initiated as an attempt to assist their clients to be GDPR-compliant, the 
implementation of consent forms enhances the feeling of trust that customers have in the software. 
In addition to informed consent, additional implemented features enhance the levels of trust, 
including:  

‘the ability to anonymise customers based on specific criteria, or if the customers want to be 
anonymised or deleted from the system’. (George Rossides) 

 

 4.4 Potential for malicious use 

Even though the technology provides for features that can encourage ethical use of the system, the 
possibility for system abuse cannot be totally excluded. An example of abuse of the system could be 
that the customers (businesses) installing the system use it to collect data that can help them set up 
offers to their customers as a marketing technique. The software safeguards against such malicious 
system usage by keeping logs of activity, in order to be able to trace such cases when necessary:  

‘if they abuse the system to target specific cases then we provide a full audit log that can be 
used to trace those cases’. (George Rossides) 

However, there is no official policy to address such behaviour. The actions that will be taken in case 
malicious use of the system is detected, varies:  

‘It depends on the type of the abuse. It could be just to inform them to stop doing what they 
are doing or it could be stopping the service for them’. (George Rossides) 

The interviewees elaborated on risks of abusing the software, especially if such software is not 
designed or implemented correctly. Such risks may include  

‘breach of personal data, malicious software coming into your personal device… those kind of 
things’. (Panayiota Demou) 

Adopting the design of mechanisms such as consent forms and anonymization of data in the IoT 
software ensures a level of security towards the customers (businesses), as well as their own 
customers. Moreover, encryption in communicating the generated data also safeguards against the 
malicious use of such data; for example, in the case that data is maliciously eavesdropped or 
intercepted by third parties:  

‘All the information which is exchanged between the systems is encrypted’. (George Rossides) 

 

 4.6. Privacy 

IoT is by its very nature susceptible to privacy breaches as it has been used in businesses to monitor 
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and track users and their environment, without the need for human intervention. According to the 
interviewees,  

‘When it comes to the IoT, we are basically using it to track the devices that consume the 
subscription services and to get information that might be billable.’ (George Rossides) 

Furthermore, the IoT software is used to track the customer (business) in order to assess billing 
capabilities:  

‘We are tracking the customer. For example, we might have a client who gives printing 
machines to his customers and based on the usage of the printing machines, the company will 
charge the customers accordingly. What we do is that we get this usage from the printing 
machines and we bill them’. (George Rossides) 

Considering the collection of data is necessary to continue with billing, the software is designed not 
to collect any sensitive information, although some personal information is collected for identification 
purposes:  

‘Other than IDs and passwords we don’t have any sensitive information in our system up to 
now. This is anonymized if the customer requires we retrieve’. (George Rossides) 

The matter of anonymising the information is significant to ensure that the information cannot be 
used maliciously if retrieved or intercepted without the appropriate permissions. This anonymization 
policy is also supported by the software design and use in terms of data storage and generation of 
usage logs:  

‘We don’t keep this information. We have a full anonymization. We don’t keep personal data 
in the logs, e.g. passwords’. (George Rossides) 

Being questioned whether the customers of CRM.COM are aware of the generation of logs, the 
interviewees claimed that they,  

‘have included specific clauses in [their] contract with [their] clients so that they know that we 
have access and if they have their own log enabled they will check where our users logged into 
and what they’ve seen.’ (George Rossides) 

Moreover, the access to the software for support and maintenance, including access to the data and 
activity logs, comes with the service that CRM.COM provides, although the customers themselves 
often have the opportunity to deny access to collected data from their side of operations:  

‘We always provide support unless the customer requests otherwise. It’s the nature of our 
business. We don’t have a process to ensure that we don’t have access to sensitive information 
during maintenance but of course, if a customer requests it then the access is removed from 
their side. It is usually up to the customer because they provide access to us and not the other 
way around’. (George Rossides) 

From the narrative above, we have already identified that according to the interviewees, in addition 
to data necessary for billing, e.g. asset’s consumption, the only items of personal data collected are 
IDs and Passwords for identification purposes, although all data is anonymised prior to being stored. 



 

 
52 

The names are retrievable, though, through a process known as pseudonymisation, which allows the 
original data to be retrievable upon request:  

‘this is anonymized, if the customer requires we retrieve. We don’t keep this information. We 
have a full anonymization. We don’t keep personal data in the logs, eg passwords.’ (George 
Rossides) 

It is useful to note here, that both anonymization and pseudonymisation are acceptable from a legal 
perspective as GDPR mechanisms for preventing personal data exposure, and that the interviewees 
are clearly aware of this.  

 

4.8 Transparency and Trust 

Transparency of software design and handling is an important aspect, especially when transparency 
points to open source software. Transparency increases the likelihood of identifying any biases in the 
software design and development. In private organisations, the practice of open source software is 
not possible due to the competitive nature of the market and thus transparency capabilities or 
opportunities are important to the user for privately developed software. This is especially significant 
when a data collection process is established by the software and trust is required on behalf of the 
customer that no personal or sensitive data will be exposed.  

The mechanism concerned with such issues of trust and transparency in the design of the IoT software 
under consideration in this report is the use of logs to capture the activity:  

‘we provide a full audit log of which users did what and when reporting of those actions’. 
(George Rossides) 

In the spirit of transparency, the customers are made aware of this mechanism:  

‘we have included specific clauses in our contract with our clients so that they know that we 
have access and if they have their own log enabled they will check where our users logged into 
and what they’ve see’. (George Rossides) 

The customers can of course stop this:  

‘if a customer requests it then the access is removed from their side. […] It is usually up to the 
customer because they provide access to us and not the other way around’. (George Rossides) 

Although the mechanism is there to support transparency and trust it is not a feature that can be 
enforced upon the customers to use, same as consent forms.  
 
 

5. Conclusion 

This IoT case study introduced an IoT-powered software for asset tracking, a process that requires live 
data collection including personal data. The software design process in this case requires to consider 
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relevant legislation, responsibility issues and delivery and support of software. Despite the attempts 
made within the software design and development phases to incorporate as many features as possible 
to promote the software’s ethical and responsible use, there are still a number of ethical issues that 
need to be addressed when the IoT SIS technology is used by its users, e.g. privacy, transparency and 
trust; often businesses themselves (e.g. retail or technology businesses) that can use it to track their 
own customers and employees. 
 
The interviews with two software designers from CRM.COM offered perspectives into the design and 
development policies and guidelines, the methods of considering legislation within the software 
design process and the ethical risks in the use of such a technology. During the interviews a number 
of practical, organisational and ethical issues were addressed such the ethics of access to the SIS, 
specifically the IoT-based software, potential ethical issues of discrimination and equality, that may 
arise from the use of the SIS, the importance of informed consent, especially with the enforcement of 
GDPR across Europe, potential of malicious use of the SIS in its current form, issues of privacy, etc. 

Responsible software design and consequently a software that incorporates features of such 
responsible design is the desired outcome of any software product. The enforcement of the GDPR 
further elevated the significance of responsibility within the software design process to ensure ethical 
and unbiased data handling and use. The interviewees suggested that the GDPR was indeed a reason 
for more responsible software design but they also pointed out: 

‘We usually take those issues into consideration when designing software for our system but 
once we knew that GDPR is going to be happening and taken into account, we decided to 
introduce some specific new features in order to help our customers comply with GDPR’. 
(Panayiota Demou) 

The design and use of the software is thus susceptible to human discretion. Appropriate policies and 
employee training could be steps to improving this challenge.   
 

5.1 Limitations 

In addition to the particular aspects of the use of IoT in software design and development for tracking 
applications, which have been highlighted in the report, there still exist certain limitations of the 
product design and use that the company can address in the future. Specifically, there is currently no 
formal policy to dictate the actions to be taken in case of system abuse, once the abuse has been 
detected using the system logs. The abuse refers to violations of ethical principles in terms of misusing 
collected data, for instance, to further the company’s marketing campaign. Even though the 
mechanisms are in place to capture such behaviour, the company has no official policy on how to act 
once such behaviour is detected. 
 
Another limitation is that the administrators of the software in case of standalone installations on 
local servers can solely control access to the system. The administrators, in this case, are employees 
of the customer businesses and the company that developed the software has no monitoring access 
to the logs unless given by the administrators. The administrators also can assign permissions to the 
use of the software at their own discretion. To avoid using the software according to the discretion of 
each user, appropriate policies and/or employee training could overcome the specific limitation.   
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5.2 Contribution to knowledge  

Overall, the area of using IoT-based tracking and monitoring applications to assist and enhance specific 
business processes is growing and becoming increasingly popular, both in terms of development and 
use. Being a new research area, however, it lacks sufficient literature that examines the ethical, social, 
economic and legal implications of the use of this technology. Such studies into the design, 
development and use of such IoT-based applications present important relevant information that 
enriches the state-of-the-art literature on the topic both from an academic and a practical perspective. 
 

5.3 Implications of this report 

This report offers an original case study on the use of an IoT related SIS in the software design and 
development area. From the extensive research on the topic presented mainly in section 1, it is 
evident that there has been very little research conducted in the application of the specific SIS in 
industry. Academically, the issue of IoT usage has been investigated vigorously, however, the tracking 
and monitoring aspects and their theoretical implications, when using this technology, is limited. 
Conversely, many of the ethical and legal issues discussed in this report have been analysed more 
generally within academia and assessed in other areas of application, but have rarely been associated 
with the IoT usage for tracking and monitoring. Therefore, this report will be highly valuable for the 
development and furthering of theory, knowledge and application for designing, developing and using 
such IoT based applications. 
 

5.4 Further Research 

The report presented considerations for the design and development of software applications based 
on IoT technology that can be used by businesses (e.g. retail) for tracking and monitoring purposes, in 
order to improve their business processes’ efficiency. However, the use of IoT and the related data 
collection raises certain ethical considerations that must also be taken into consideration. The specific 
software is in fact, designed to capture some of these concerns by incorporating data protection 
friendly features such as consent forms, encryption and anonymity capabilities. Further research 
would need to validate that the use of the software with these features overcomes initial ethical 
concerns, otherwise software design methodologies should revisit the design in order to address any 
remaining issues. Relevant proposed training at a business level should also be addressed by future 
work, as well as consequent policy at a more global level, since the use of such software is only 
expected to increase in the future.  
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Executive Summary 

Smart information systems (Big Data and artificial intelligence) are used by governments to improve 
mobility, reduce over-crowdedness in hotspots, and provide more effective management of crowds. 
I looked at how Amsterdam municipality is using smart information systems (SIS) in their 
DrukteRadar Project to identify, report, and tackle issues surrounding crowdedness levels in the city.  

SIS are becoming popular amongst governmental officials to automate activities more 
effectively. SIS provide the opportunity to improve mobility, increase economic growth, reduce 
energy outputs, improve management decisions, respond to disasters quicker, and improve citizens’ 
quality of life. They offer governments the possibility of improving services, while reducing costs. 
The use and implementation of SIS is becoming widespread and governments are observing the 
benefits posed by SIS, particularly in relation to urban management.   

80% of Europe’s population will live in cities by 2020 and governments face a huge strain on 
resources and infrastructure. The use of SIS is being pioneered to help governments meet these 
needs and to provide a sustainable future for urban citizens. Ethical issues in this context can include 
that data may not be accurate, faithful or representative of a city and its citizens, which may cause 
bias, prejudice and harm to a population, by leading to unfair service provision. ICT companies’ 
involvement in governmental SIS projects may also lead to technological lock-in and dependency on 
corporations. Instantaneous and ubiquitous retrieval and analysis of data may infringe upon citizens’ 
privacy and may lead vulnerabilities of malicious hacking, stolen data and a city’s security. 

To uncover if these issues correlate with the experience of those working in the field, I 
interviewed the Project Owner of Amsterdam’s DrukteRadar project (translated as crowdedness 
project). This project implements SIS to anticipate and prevent overcrowding in Amsterdam, and was 
created in response to growing pressures on the city’s amenities. The DrukteRadar Project collates a 
wide array of datasets to predict crowd levels and potential problem hotspots, visualised through a 
digital dashboard. The project aims to improve municipality management, provide help to tourists 
planning their trips, and assisting citizens’ navigation through the city. 

Through my discussions with the Project Owner of the DrukteRadar, I uncovered two 
additional issues not found in the literature: access to SIS and data ownership. The DrukteRadar 
team is concerned about access to SIS to promote fairness, equality, and provision of services 
amongst citizens. It aims to make its dashboard user-friendly and available to as many people as 
possible to promote inclusion. Data ownership is a concern for the project – who owns the data and 
what can be done with it. The DrukteRadar Project ensures they have data sovereignty, so that they 
do not become technologically locked-in to relationships with private organisations.  

The Project Owner was aware that inaccurate of data may lead to discriminatory 
recommendations and harmful consequences. The DrukteRadar Project tries to minimise their 
algorithmic inaccuracy through extensive monitoring; secure technical infrastructure; and 
stakeholder review sessions. Another interesting finding was identifying how projects ensure privacy 
protection of its citizens. The DrukteRadar ensures that data is not traceable to individuals and the 
use of datasets follow privacy-by-design principles. The project also has strong security protocols, 
cyber-security measures, anonymization techniques, and repeated vulnerability tests. Overall, my 
report was able to evaluate how ethical issues found within the SIS literature correlate to those 
identified, and tackled, in practice. as well as highlighting the two additional concerns not explicitly 
mentioned in the literature. 
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Government, Smart Information Systems, and Ethics 

In 2050, 70% of the world’s population will live in cities by 2050 accounting for 80% of the world’s 
CO2 emissions (Nigon et al. 2016). 80% of Europe’s population will live in cities by 2020 (Albino, 
Berardi, and Dangelico 2015).  

Due to the large and growing populations, many cities currently face a huge strain on 
resources, infrastructure and transportation whilst simultaneously battling with pollution. The use of 
smart information systems (Artificial Intelligence and Big Data) are being pioneered to help 
governments meet these needs and to provide a sustainable future for their citizens.  

This case study will evaluate a practical example of such efforts, 
namely the DrukteRadar Project in Amsterdam. One of the aims of the 
project is 24/7 digital congestion management.  

Based on the literature and the DrukteRadar Project, this case 
study will analyse the ethical and social implications of using smart 
information systems (SIS) in the governmental domain, asking the 
primary research question: Which ethical issues arise in the use of SIS 
in governmental domains and how can they be addressed.  

Section 1 will give an overview of the benefits of using SIS in 
government contexts and provide examples of how they are used in 
practice. Section 2 will analyse the current literature on ethical and 
social implications of using SIS in government. Section 3 comprises background research on the 
DrukteRadar Project in Amsterdam. Section 4 focuses on ethical and social issues in the DrukteRadar 
Project. Interview excerpts and results from talking to the Project Owner of the DrukteRadar are 
provided in both Sections 3 and 4.  

 

1. The Use of SIS in Government 

Smart information systems (SIS) offer the promise of improving services provided to citizens while 
reducing costs for city administrations (Zanella et al., p. 23). Big Data will underpin the future of 
urban data analytics, and will be an important component within governmental agendas (Bibri 2018, 
p. 193). The use and implementation of Artificial Intelligence (AI) and Big Data are starting to be 
widespread and governments are observing the benefits of SIS through improved infrastructure, 
mobility, and healthcare management.  

According to some authors, SIS offers the potential to make 
governments more efficient, citizens happier, businesses more 
prosperous, and the environment more sustainable (Yin et al. 2015). 
SIS allow governments to: improve facilities, improve mobility, 
develop new services, increase economic growth, increase 
productivity, reduce energy outputs, improve air and water quality, 
improve management decisions, respond to disasters quicker, create new business opportunities, 
and improve citizens’ quality of life (Kitchin 2014; Kitchin 2016a; Nam and Pardo 2011; Pan et al. 
2016).  

SIS are being used in a wide number of different areas within the governmental domain, 
namely: healthcare, homes, governments, offices, transport, decision-making, security, e-service, 
and agriculture (Rjab and Mellouli 2018). Some examples are given below.  

(SIS) offer the promise 
of improving services 
provided to citizens 
while reducing costs for 
city administrations.  
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Yokohama, are implementing AI to aid 
them with their growing elderly 
population (Boenig-Liptsin 2017, p. 18) 
 
Picture Freeimages, fabel nard 

 

 
San Francisco police use the 
ShotSpotter AI tool, which uses neural 
networks to detect gunfire by listening 
for ‘sound signatures’ (Srivastava, Bisht, 
and Narayan 2017).  
 
Picture Freeimages, José A. Warletta 
 

 

 

50 AI cameras are being trained to 
prevent drunk passengers from 
boarding trains in Kyobashi (Osaka) 
(ibid.).  
 
Picture Freeimages, Midori Sakurai 

 

 
Drones are being used in fire control in 
Kansas, US by gathering data about a 
fire before firefighters are deployed 
(ibid.).  
 
Picture Freeimages, Sias van Schalkwyk 

 

 
 

AI has the potential to assess complex data streams, such as traffic congestion and mobility 
(Devi and Neetha 2017). The E-Taoyuan and U-Taoyuan projects in Taiwan are implementing e-
governance strategies and options for citizens (Albino, Berardi, and Dangelico 2015). SIS may also be 
used to detect poverty and whether certain actions are improving wealth distribution levels (Glaeser 
et al. 2018).  

There is an abundance of data being retrieved from cities in the hope of applying this 
information in effective and productive ways for its citizens. The main purpose of using and 
implementing SIS is to adequately accommodate citizens’ needs (Chin, Callaghan, and Lam 2017, p. 
2055). However, the different categories of stakeholders involved is quite diverse: private 
companies, philanthropy organisations, research agencies, universities, institutions, governmental 
bodies (regional, national, and international), city administrators, and NGOs. For the use and 
implementation of SIS, SIS specialist bodies are being created: regional bodies, national bodies, 
specialist units within existing bodies, international specialist institutions and lobby groups, as well 
as international standards bodies (Kitchin et al. 2017; Yin et al. 2015).  

One of the key challenges facing governments is mobility planning and it is hoped that SIS 
will enable viable solutions in this area (Vázquez Salceda et al. 2014). Big Data can be used to change 
traffic lights based on the most conducive way for traffic to flow, which in turn is based on patterns 
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and real-time traffic flow. Big data can also be used to map and correlate the consequences of 
implementing particular changes in traffic management, i.e. ‘by closing a road or siting a new 
hospital on the network’ (Kitchin 2016c, p. 3). It is hoped that SIS will be able to provide effective 
and efficient methods to initiate appropriate changes to these structures. As European populations 
living in cities will increase to 80% by 2020, there is a growing concern about crowdedness levels 
within cities. One approach being implemented to combat this is Amsterdam’s DrukteRadar project, 
which is the focus of this case study. However, firstly, it is important to analyse ethical issues found 
in the literature relating to governmental SIS to be able to contrast this with issues found within the 
Dutch project.  

 

2. Ethical Issues of Using SIS in Government 

The extensive literature review undertaken for this case study used the following bibliographical 
databases: Google Scholar, ScienceDirect, Web of Science and Scopus. An array of keyword 
combinations was used to find articles about ethical issues arising from the use of Big Data and AI in 
governmental contexts. Because of the vagueness of the term ‘governmental’, several different 
keyword compositions were needed to allocate appropriate articles, such as city, municipality, 
government, state, national, and the public. As a result of the literature search, four key ethical 
issues emerged: accuracy of data; the accuracy of recommendations; power asymmetries; and 
privacy.  
 
Figure 1 – Key Ethical Issues in the Literature– Using SIS in Government 
 

 
 

2.1. Accuracy of Data 

There is a shift from the old way of correlating and analysing datasets, which involved physically 
gathering data by conducting surveys, census, interview data and so forth. These required extensive 
labour-resources and the findings were highly irregular; monthly, bimonthly, or yearly. With many of 
the real-time, instantaneous ways of gathering and analysing data, one can instantly create reports 
and analytics. However, with the ubiquitous drive to find valuable information from Big Data, there 
is the possibility that important information is lost from traditional small datasets (Kitchin 2013, p. 
265). Not only is there the possibility that one may lose important factors contained within small 

Accuracy of data Accuracy of algorithms

Technological lock-in Privacy and security
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datasets if only Big Data analytics are used, but one may also be limited by the ability to create 
integrated models that can effectively analyse this data (Batty et al. 2012).  

The data derived and used to make decisions for cities are not 
value-neutral or impartial (Kitchin 2015a, p. 15). Data is not objective, 
it is always contextually loaded: established, derived, related and 
integrated within a wider information and logistical system. Therefore, 
data may not be accurate, faithful or representative of a city. There is 
the possibility that the data has errors within it, it may be inconsistent 
or unreliable (Kitchin, Lauriault, and McArdle 2015, p. 28). Analysing 
particular city indicators to find particular details may lead to 
overfitting and ‘generalize beyond the data an urban analyst is looking at in a particular context’ 
(Bibri 2018, p. 197). Therefore, it is important to identify potential misclassifications of data and 
applying data models to potentially incompatible urban data frameworks (Bibri 2018; Glaeser et al. 
2018).  

2.2. Accuracy of Algorithms 

The philosophy that underpins governmental SIS projects is often criticised as being limited in scope 
and ‘not provid[ing] a full and multidimensional picture of the city’ (Kitchin 2016b). Analysing Big 
Data may reduce cities to specific, definable and operable dimensions, conflating many important 
factors that define a city. This reductionist approach may fail to acknowledge the richness of how a 
city has functioned ‘socially, culturally, politically and economically’ (Kitchin 2013, p. 264). There is 
the belief that cities, guided by SIS, are ‘largely rational, mechanical, linear and hierarchical … and 
can be steered and controlled’ (Kitchin 2015a, p. 9; see also Creemers, 2018). In SIS projects, cities 
may be treated as these knowable, predictable, and guidable entities, when in fact, they are a 
complex interweave of issues, problems, interests and uncertainties (Kitchin 2016a). 

While AI is used to calculate and predict certain behaviours and patterns within the city, 
there are limitations on its effectiveness. Even though AI can help us with ‘highly routinized’ 
patterns, ‘there are limits on the extent to which we can explain them and reproduce them’ (Batty 
2018). There is the possibility that SIS will cause bias, prejudice and harm to a population (Sholla, 
Naaz, and Chishti 2017). For example, predictive policing is criticised for reinforcing prejudices and 
racial profiling (van Zoonen 2016, p. 476). When human bias is put into AI algorithms, city services 
may not be provided equally or fairly (Capgemini Consulting 2017).  

A potential issue along these lines was experienced in 
Boston, where a smart phone app was proposed to uncover 
potholes on public roads through automated recognition by the 
phone’s accelerometer14. “People in lower income groups in the US 
are less likely to have smartphones, and this is particularly true of 
older residents, where smartphone penetration can be as low as 
16%. For cities like Boston, this means that smartphone data sets 
are missing inputs from significant parts of the population — often 
those who have the fewest resources” (Crawford, 2013).  In the 
event, this was recognized before the app was used, and so the 
issue avoided. However, similar cases may have less foresight in this 
regard and recommendations based on such efforts would be 
biased. 

                                                           
14 An instrument that measures the acceleration of a moving body. 

Data is not objective, it 
is always contextually 
loaded: established, 
derived, related and 
integrated.  
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For data analytics to have a prescriptive component, there need to be specific benchmarks 
established prior to data analysis and recommendations. ‘Benchmarking and dashboard initiatives 
thus inherently express a normative notion about what should be measured and how it should be 
measured’ (Kitchin, Lauriault, and McArdle 2015, p. 29). As a result, these benchmarks have the 
potential to guide discussions, set research agendas, influence governance, and ensure effective 
decision-making. Establishing unfair or inaccurate benchmarks may have a dramatic effect on issues 
being evaluated, citizen welfare, and the city as a whole.  

Furthermore, there is the possibility that data retrieved from citizens will be used to ‘nudge’ 
them in certain directions and conduct activities they may not have performed otherwise (Cardullo 
and Kitchin 2017). Citizens may be manipulated in a socially-controlled manner, nudging individuals 
and groups in a particular direction (Kitchin 2018, p. 25). There is the possibility that SIS will be used 
to socially engineer a population, either to conform to particular practices and behaviours instituted 
by governmental bodies, which may also lead to power and control issues.  

2.3. Technological Lock-in 

There is a heavy financial burden to adopt SIS in the short-term, despite holding the potential to 
save more money in the long-term, so it is debatable if this is the best means of governmental 
expenditure (Glasmeier and Christopherson 2015, p. 7). Big Data storage facilities, research and 
innovation, data analysis and implementation, all incur high costs (Hashem et al. 2016, p. 749). 
Government use of SIS are not guaranteed to become successful and there is a great deal of 
uncertainty about return on investment. Cities implementing SIS are aiming to propel the 
development of their city, but this is not always possible; such as the Assen Smart City Project, which 
lost €50 million by installing over 200 sensors around the city (Cloin 2017). This ready-to-go ‘Sensor 
City’, it was hoped, would attract ICT investment. This did not happen. The municipality now has to 
find a private company to purchase the outdated sensors at a fraction of the investment (Naafs 
2018). This money could have been much better spent elsewhere.  

If corporations are heavily involved with any SIS government project, the city may become 
overly dependent on those corporations, putting public decision-making and governance in jeopardy 
(Kitchin 2015b, p. 2). Another concern about the adoption of SIS is that they will increase levels of 
privatisation of public goods (Kitchin 2016a, p. 23). SIS may drive the privatisation of state services 
and facilities. Public space, state services and facilities may become commodified, privatised, and 
used for advertising purposes (Hollands 2015, p. 68). As future cities will be run and controlled by 
electronic means, how a city functions and operates may be open to attack from to third-parties 
(Batty et al. 2012). This may cause a wide range of problems for governments, particularly relating to 
the privacy and security of its citizens.  

2.4. Privacy and Security 

Individuals are being traced at multiple and varied routes along their journeys within cities and ‘are 
increasingly becoming open to geo-targeted profiling and social 
sorting’ (Kitchin 2016c, p. 8). One’s location may be used for stalking, 
burglary, surveillance, or marketing purposes (Elmaghraby and Losavio 
2014; Li et al. 2016). One such example of this is how Renew installed 
sensors on 200 London bins in 2014, in order to track over four million 
individuals through their smartphone MAC addresses: ‘The company 
reported that they could measure the proximity, speed and 
manufacturer of a device and track the stores individuals visited, how long they stayed there, and 
how loyal customers are to particular shops’ (Kitchin 2016c, p. 7). While government officials state 
that they did not use this data for purposes other than to improve the functionality of the city, it 
does not mean that such means will not be used for surveillance in the future.  

One’s location may be 
used for stalking, 
burglary, surveillance, 
or marketing purposes/  
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Another key concern relating to privacy protection and governmental implementation of SIS 
is ‘identity privacy’. Identity privacy is the protection of personal and confidential data about 
individuals’ identity (Kitchin 2016c, p. 5). For example, identifying who is using smart parking 
services or accessing smart buildings (Martínez-Ballesté, Pérez-Martínez, and Solanas 2013). Cities 
are anonymising and repurposing data in order to be able to use it. However, this data may be de-
anonymised in the future. There are also a growing number of unmanned aerial vehicles (UAVs) 
using cameras, image repositories, and AI-technology to identify individuals; even if those individuals 
are not doing anything illegal or untoward. These technologies have the potential to harm identity 
privacy through SIS, such as AI-generated facial recognition. 

Real-time analysis is fundamentally important for governmental SIS because it allows 
realistic planning of issues that require constant monitoring, updating and adjusting. However, 
having persistent, instantaneous and ubiquitous retrieval and analysis of data may have a seriously 
negative effect on citizens’ way of life, with the feeling of constantly being 
monitored. The adoption of SIS may lead to ‘dataveillance’15 and extensive 
geosurveillance, social and spatial sorting, and anticipatory governance’ 
(Kitchin 2015a, p. 9). In order to counter this effect, citizens should be 
informed about how their data is being handled, what it is being used for, 
how it will be stored, and who will have access to it (Galdon-Clavell 2013, p. 
720).  

There is the possibility that sensitive information may be retrieved, 
jeopardising the city’s functionality if this information is used nefariously. The 
greater digitalisation of the city infrastructure, the greater the vulnerability to malicious hacking, 
stolen data, or disruption of systems within the city (Kitchin, Lauriault, and McArdle 2015, p. 20). The 
costs of security may prevent cities from implementing SIS, causing a trade-off between costs and 
secure systems (Sen et al. 2013). There is a tension between cost-effective data retention, resulting 
in shorter storage times and diminished data usability, and incurring higher costs for improved data 
storage (Li, Cao, and Yao 2015). If there are inadequate security protections, citizens may reject SIS 
implementation (Zhang et al. 2017).  

Having now discussed the ethical issues that the literature has identified with regards to the 
governmental use of SIS, it is clear that these cover a broad array of issues, most of which are not 
specific to governmental use. In order to better understand the way in which these issues arise 
practical contexts, the next section describes a case of a governmental SIS. The case was chosen 
because this project is using a large abundance of different datasets, obtaining public and private 
data to make predictions for the benefit of citizens and the departments within the municipality. The 
project is a unique way of integrating and using SIS in a governmental context, which could prove to 
be an innovative application that would be beneficial for all busy cities around the world. However, 
pioneering projects also come with their disadvantages, namely, that there are no similar projects to 
compare and contrast them with, and often ethical evaluations have not been carried out on them. 
Therefore, it is important that they are critically evaluated by third-party organisations (such as 
SHERPA) to determine their ethical viability and societal impact. 

 

3. DrukteRadar: Governmental Use of SIS 

The focus of this section will be on a governmental use of SIS in practice, namely, Amsterdam’s 
DrukteRadar Project, which loosely translates as ‘crowdedness project’. While the project is in its 

                                                           
15 The practice of monitoring digital data relating to personal details or online activities. 
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early stages of development, it can offer some insights about SIS projects being implemented in 
Europe in a governmental context. Interviews were conducted with the Project Owner of the 
DrukteRadar, a computer scientist working on it, and a further colleague working on the project. The 
computer scientist and the other colleague working on the project were not formally interviewed, 
thus not quoted in the case study. The interviews were analysed using a qualitative analysis software 
tool (NVIVO).  

3.1. Description of Amsterdam’s DrukteRadar 

Amsterdam is the capital, and largest city, of the Netherlands, with the municipality comprising of 
over 200 km². The 850,000 Amsterdammers are proud of their city and the municipality is always 
making improvements for the 180 different nationalities that inhabit it. Along with a highly 
condensed population, the city receives a staggering 18 million visitors a year and is the 8th most 
visited city in Europe. This number is set to jump to 25 million by 2025 (Hein 2016). Tourism 
accounts for over €75 billion in the Netherlands and consists of 3.9% of GDP, employing 641,000 
people (Pieters 2018). The municipality realises the benefits tourism brings to the city and its 
dependence on ensuring that all significant sites are well-preserved, amenable, and accessible to 
visitors and locals alike. Tourism is very important for Amsterdam, but it comes with the cost of 
overcrowding. In recent years, Amsterdam municipality has attempted to take a proactive approach, 
initiating a number of innovative approaches, through their Chief Technology Office (CTO). 

 

Amsterdam, photo: Peter Hellbrand, free images 

One of the goals of the CTO is to create a roadmap to ensure the city is futureproofed. Its 
aims are to enable the city and its authorities to connect, accelerate and strengthen new projects 
and to create solutions to problems within the city. The CTO and the municipality have been 
involved in a number of projects in recent years such as:  

• sharing traffic data with a technology company in order to help them tackle traffic 
congestion in the city; 

•  using data to identify depression hotspots to provide better care and services to those 
areas;  

• “Beautiful Noise”, which assesses social media comments from museum queues to improve 
services;  

• “Rain Sense”, which identifies places with bad rainfall to prevent flooding;  
• smart street lighting; and  
• pay-by-phone parking apps (Fitzgerald 2016).  

The CTO is responsible for some of the most innovative approaches being implemented 
within the municipality, such as the DrukteRadar Project, the planning for which started in early 
2017. The aim of the DrukteRadar Project is to use data analytics to anticipate and prevent 
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overcrowding in Amsterdam. The output of the project was supposed to be launched in the summer 
of 2018, but it was postponed until the second quarter of 2019 to ensure functionality and that it 
was fit-for-purpose. The interviewee for this case study is the Project Owner of the DrukteRadar. He 
is the person who has to make strategic decisions about the project’s direction. He said that the 
project was funded for the next four years and had the full endorsement of the municipality. It is an 
innovative platform that is set to greatly benefit the city of Amsterdam.  

3.2. Description of SIS in the DrukteRadar Project 

The aim of the DrukteRadar Project, as noted earlier, is to use data science to anticipate and prevent 
overcrowding in Amsterdam. The project uses technological tools to create data about crowd levels 
in the city for effective use by locals, tourists, and city managers.16 It was created by the CTO and 
City in Balance17 group in response to growing pressures on Amsterdam’s amenities, navigation, and 
tourist and citizen experience. The aim was to create a dashboard so that both the municipality and 
Amsterdammers could identify when areas of the city are crowded.  

The project aims to identify potential crowd numbers from hotel stays, events, and crowd-
size projections. This involves retrieving very large amounts of data from inside and outside of the 
municipality, while effectively analysing and visualising those data. The project first identified that in 
order to have a fully functional and successful crowd prediction model, they needed to collect and 
analyse large datasets. The data retrieved focuses on the number of people in particular areas, 
length of time they stay there, and problem areas. The CTO wants a wide array of Big Data from:  

i. Public transport: GVB, Connexxion, NS and Translink.  
ii. Private transport: TomTom, HERE, tech companies, TCA, the Municipality itself.  

iii. Pressure on locations: Google.  
iv. Telephone: Vodafone, T-Mobile and KPN.  
v. Hotel occupation: Booking.com, Airbnb.  

vi. Economic activity: Mastercard, ABN AMRO, ING, Rabobank.  
vii. Tourism & recreation: Tours & Tickets, Booking, AirBnB, Schiphol.  

viii. Social media: Facebook and Twitter. 

All of the data retrieved from these different sources is stored on the municipality’s data 
storage facility, DataPunt. This is a low-cost open-source storage space and the municipality places a 
great deal of emphasis on ensuring its security. DataPunt was created in early 2016 and is the data 
store function of Amsterdam Municipality. It has a number of modules that retrieve, link, and 
receive data as well as making this data accessible to other ICT systems. There is a need to develop 
the data landscape of the municipality and to effectively use and integrate data into helpful, 
manageable ICT processes (Moerman 2017, p. 7). Some of the data types are: ‘Information about 
public space, buildings and lots, traffic, care, environment, quality of life, permits, subsidies and 
numerous other data’ (Municipality of Amsterdam 2018). DataPunt is the municipality’s storage 
facility and functions as the central data portal between the municipality and its partners. The large 

                                                           
16 The DrukteRadar operates through a number of docker containers, which are run on their server. There is a 
mixture of front-end, back-end, and databases connected through this network to run the dashboard. For the 
front-end, there is standard HTML, CSS and JavaScript, and Application Programming Interfaces (APIs) running 
in separate containers. The database is in a separate container and the importer transforms the data into the 
right format. They use weak patterns as complex machine-learning methods would over-fit the data.  
17 It experimented with ways to find a better distribution of tourists in the city (City of Amsterdam 2019). 
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datasets stored in DataPunt are ready to be reused in Amsterdam projects, such as the 
DrukteRadar.18 

The project’s dashboard is an interactive map of the city, with specific ‘hotspots areas’ map 
and a ‘district level’ map of the city. The hotspot map identifies how 
crowded specific locations within the city are. It is meant to inform 
Amsterdammers, tourists, and also those working in the municipality 
about particular locations in the city. There are also layers for automobile 
traffic, bicycle traffic, and pedestrian traffic in the city.  

The district level dashboard identifies how crowded entire 
districts are and is designed for the municipality, rather than locals or 
tourists. The hotspot and district maps distinguish the crowdedness by 
colour coding: the lowest levels are green, with mid-levels shades of 
orange, and problematic areas are red. However, the way of measuring 
district and hotspots is different. The district level is measured on an 
objective person-per-square-meter metric, while the hotspot level is 
measured on a historical relative account of those areas (however, this 
may change to the more objective approach in the future).  

3.3. The Aims of the Organisation Using These Technologies 

There is a pressure on the city of Amsterdam to accommodate increasing numbers of people. 
Everyone wants to visit the same landmarks, which are centrally located or are within certain areas 
of the city.19 There is a concern about how the municipality will cope with the pressure on amenities 
in the city. As a result of these issues, there were a number of different approaches suggested in 
order to ensure that residents and visitors can enjoy the beautiful city with comfort and ease. One of 
the main issues raised was the need to identify problem areas, times of peak busyness, and ways to 
ameliorate these issues. In conjunction with different organisations and departments within the 
municipality, it was proposed that crowd management could be tackled by the program City in 
Balance, which created the DrukteRadar Project.  

The DrukteRadar Project will collate a wide array of datasets to predict crowd levels, 
movement, and potential problem hotspots. The data will be used for better municipality 
management, for greater visibility for tourists planning their trips, and for citizens to navigate 
through crowds during their daily activities. One of the main benefits of this project is anticipated to 
be that the Council can implement better management decisions and strategies, as a result of 
increased knowledge of crowd levels. Different departments will need data on crowd levels for 
different reasons and the Project Owner’s responsibility is to determine what they need from the 
data. So, for instance, the Waste Department asks the Project Owner to identify crowd levels so that 
they can ensure the city remains clean; the Transportation Department needs data to alleviate 
traffic congestion, and the Police Department needs data to identify potential problematic areas. 

 

                                                           
18 The data required by DrukteRadar is sent from DataPunt, and is processed in the back-end docker container. 
The analyser container uses machine-learning and works with the database container, to find weak patterns 
emerging within the datasets. The developers have created an Application Programming Interface (API) that is 
used by the visualisation docker container to illustrate the crowdedness levels on a dashboard. 
19 Tourists mainly congregate in the following areas: The Old Centre; the Museum District & Vondelpark; Oud-
West; the Canal Belt and Jordaan. While other areas in Amsterdam are also witnessing increased volumes of 
tourists in recent years: De Pijp; Plantage; North Amsterdam; the Docklands; and Amsterdam Zuid. 
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3.4. The Effectiveness of the SIS Technology during Use 

The Project outlines six specific steps to ensure the effectiveness of the DrukteRadar project:  

Steps Description Details 
1 Acquiring data Individuals tasked with retrieving data within the city and 

externally.  
2 Estimating and planning 

potential 
Prioritisation of data retrieval is agreed upon, depending on 
the high level of impact and necessity.  

3 Make good agreements Identifying who manages the data and how it is used.  
4 Database storage and 

API creation 
Data is stored at DataPunt, which is under supervision of 
Amsterdam municipality.  

5 Data processing and 
front-end development 

Data is evaluated to determine specific issues and is made 
available to front-end developers for visualisation purposes. 

6 Testing and 
development 

The software is tested to determine if it is fit-for-purpose. End-
users are consulted to identify issues with the tool. 

 

The CTO will establish a number of different Key Performance Indicators (KPIs) and metrics 
to determine the success and worthwhileness of the project. While the project is still in its early 
stages, they want to identify a number of different metrics, such as:  

• how many stakeholders will the project help to resolve issues;  
• will the project help optimise garbage collection routes, also leading to a reduction 

of Co2 emissions and lower fuel costs;  
• how many people use the website or the project and how do they use it; media 

coverage received; positive or negative feedback; and reductions in busy hotspots. 

3.5. Stakeholders Involved in the DrukteRadar Project 

The DrukteRadar aims to incorporate a wide range of stakeholders in its approach, and suggestions 
for further stakeholders are considered necessary to improve the project. The end-users are 
incorporated into the stakeholder group and are involved throughout the design and 
implementation of the project. The DrukteRadar Project Owner receives regular feedback from users 
and test panels, which are incorporated into dashboard developments.  

The project team works in an Agile format, according to SCRUM 
principles,20 and the Project Owner is responsible for the overall project. 
His main responsibility is transforming stakeholder input and feedback 
into concrete tasks for the development team to implement. The project 
also has an advisory group, consisting of scientific experts, where they 
provide advice on new priorities every six months. There is also a tactical 
management session every three months to identify potential issues. The 
stakeholder group consists of members from the following groups: V&OR; OOV; Smart Mobility; EZ; 
CTO; R&D; Parkeren; City Works; Clean Stadsdeel Centrum; Schoon; Afval; and OIS. This stakeholder 
group assists the project in developing the agenda and ensuring agreed standards are met.  

                                                           
20 The SCRUM principles are: focus, openness, respect, courage and commitment (“Scrum Values & Agile 
Methodologies for Project Management,” 2018). 
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In order for the project to work successfully it requires internal and external data. The 
municipality wants to pay as little as possible for data. Currently, data providers only have data that 
is a week old, or even a month old, which is too old for the project’s 
requirements. External data retrievers should therefore coordinate 
partnerships on behalf of the city of Amsterdam to obtain newer data. 
There needs to be a bridge between data providers and the municipal 
government. There is a legal memorandum of understanding (MoU) 
between the municipality and data providers to ensure agreement about 
their partnership. The municipality aims to incorporate prevalent public 
figures in the discussion of crowd management to retrieve insights into 
the development of the project. The Project Owner said that it is a hot topic in the media and the 
public is aware of the need for such intervention in the city. The project is considering the 
integration of a feedback option for citizens to provide recommendations. They want to make clear 
that there will be many iterations throughout the project’s development.  

4. Ethical Implications 

After careful analysis of the DrukteRadar documentation, conversations with the team, and the 
interview with the Project Owner, a number of pertinent ethical issues were identified that may 
result from the project’s implementation and use. The six ethical issues identified were: access to 
SIS; accuracy and availability of data; the accuracy of algorithms; ownership of data; technological 
lock-in; and privacy and security.  

Figure 2 – Key Ethical Issues DrukteRadar project (some images from freeimages.com) 

 
These topics were discussed during interviews and largely coincide with the ethical issues 

that are found within the literature on the topic of SIS implementation in a governmental context. 
Two ethical issues that did not specifically arise in the literature concerning the governmental use of 
SIS, but did arise in the interview, were access to SIS and ownership of data. Overall, there were a lot 
of similarities between what the project views as ethical concerns that need to be incorporated and 
what has been identified as concerns in the literature.  

Access to SIS Accuracy and availability of data Accuracy of algorithms

Ownership of data Technological Lock-in Privacy and security
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4.1. Access to SIS 

The Amsterdam municipality is aware that most people are not technologically savvy, so it had to 
adopt a more bottom-up approach trying to make their actions as transparent as possible to citizens 
(Fitzgerald 2016; Grashoff 2017b, p. 3). One goal of the DrukteRadar Project was to ensure that it 
was user-friendly and to make it available to as many people as possible. The effectiveness of the 
DrukteRadar Project relies heavily on whether or not it is used, which relies on how it is 
disseminated. The DrukteRadar team have identified that social media and Google were obvious 
dissemination channels, but how exactly this data would be distributed was a little unclear. The 
Project Owner noted that they were going to do two things to ensure availability and access to the 
DrukteRadar: use the project for citizens and the public, but also provide it to other departments 
within the municipality to use.  

He also mentioned that the project will disseminate its services through the dashboard, 
which was explained in section 3.2. of this case study. This visualisation will clearly show citizens 
where it is busy and what levels of crowdedness they can expect at a particular time. In order to 
ensure that citizens are made aware and have access to the dashboard, the municipality is going to 
begin a social media advertising campaign in 2019, through the city of Amsterdam website, and 
possibly through newspapers and other outlets. However, at the moment, this is not a top priority as 
they are more focused on having the project successfully deployed. Most of the data and documents 
are available on the municipality’s open data platform, and for the success of the project, it is 
important that it has accurate and available data for its recommendations.  

4.2. Accuracy and Availability of Data 

One of the chief problems with implementing SIS is the lack of available 
data repositories. In itself, it is not an ethical issue, but as a result of 
poor-quality data repositories and data availability, algorithmic 
predictions may lead to discriminatory recommendations, inaccurate 
predictions, and harmful consequences. Data accuracy and availability is 
therefore an important concern for Amsterdam Municipality.21  

Accuracy and availability of data issues are prevalent in the 
integration and use of emerging technologies, and one of the limitations 
for their effectiveness is the lack of available data to train their models. 
For example, the DrukteRadar project requires more real-time data to 
improve their models. Data is only compiled from a few months 
previously, so the project is unable to give a cohesive evaluation and comparison of the levels of 
crowdedness of the previous year. The project needs to have larger, longer, and more detailed 
datasets so that they can produce more effective models. Otherwise, if they apply their current 

                                                           
21 Amsterdam’s Chief Technology Officer mentioned that they found it difficult to calculate how many bridges 
they have in the municipality (Baron 2016). When Ger Baron took on the role of Chief Technology Officer he 
grew their inventory to 12,000 datasets, which allowed them to get a wider picture of problems facing citizens 
(Fitzgerald 2016). He noted that they also use analytics frameworks to assess small data so that they do not 
miss crucial data in these sets (Baron 2016). For example, the AMS Institute used Wi-Fi hotspots, cameras, GPS 
tracking and social media posts to determine crowd sizes, movement of crowds, and congestion areas during 
the 2015 SAIL Amsterdam Festival (Fitzgerald 2016). During this event, Baron noted that there was something 
delaying people at a point on the map and researchers made guesses about what this could be. In reality, 
there was a trash-can in that location, which was not on their map, and people were slowing down to throw 
rubbish into it (Fitzgerald 2016). 
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datasets to these models, they would be over-fitted22, which would be problematic for accuracy and 
effectiveness.  

So far, the project has incorporated data from various sources in the municipality. Internal 
sources are a wide range of different city departments and groups, whereas external data is 
retrieved from different partner organisations of the municipality. It is often difficult to obtain the 
most effective and useful data for the project and as a result of the General Data Protection 
Regulation (GDPR) and other legislation, many departments are apprehensive about providing data 
to the project. In addition, the Project Owner highlights that sometimes it is difficult to get data from 
different departments because they want to see a benefit for providing this data. Even within the 
municipality, there needs to be a mutual benefit for data provision. The DrukteRadar team needs to 
identify how departments can benefit from the use of this tool if they provide their data 
repositories.  

The Project Owner acknowledges that internal data has its limitations. He stated that when 
analysing the busyness of the city, less populated and more secluded areas have little data on how 
busy they are. Private organisations, such as telecom providers or Google Maps, have a greater 
availability of datasets covering wider ranges of the city. Another limitation 
with acquiring internal datasets is that it requires a great deal of time. He 
pointed out that it is a challenge to acquire these datasets because there 
needs to be a mutually beneficial relationship to acquire them.  

‘So, if you can say that, “Give us the data, and we’ll make sure that 
you can run your external operations more efficiently”, then that 
helps. That’s the kind of win-win situation we want to create’ 
(Interviewee 1). 

In relation to external data, the project has ‘data hunters’ that deal with semi-public or 
private organisations to obtain appropriate data for their algorithms. The data hunter tries to 
negotiate partnerships with private companies to establish a mutually beneficial relationship. The 
private organisations benefit from having a big client like the Amsterdam municipality, and the 
project benefits from the provision of data. The Project Owner says that  

‘they can fine-tune their business case, and together we can develop a project that’s also 
interesting for other similar cities and based on that partnership, we get the data for free, 
and they can use their insights they get from us for other cities’ (Interviewee 1). 

The DrukteRadar Project aims to minimise the number of errors occurring, but it is important 
to have preventative and ameliorative steps in place for when they happen. If there are errors or 
discrepancies within city data, Amsterdam has a number of contingency plans in place: it has 
extensive monitoring facilities, and a secure technical infrastructure (Gemeente Amsterdam 2018b). 
A range of questions have to be asked in terms of the data derived, such as: 

• is the data suitable,  
• where does it come from,  
• who has access to it,  
• is it current,  
• and how is it managed (Moerman 2017, p. 5) 

                                                           
22 Overfitting a model is when there are more parameters inputted than are justified by the data provided. It is 
attempting to extract richer, more nuanced information from limited datasets. 
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Furthermore, to ensure that their data is accurate and effective, the DrukteRadar Project 
provide the general public with the option to contact them if they identify any problems with the 
product’s recommendations (Gemeente Amsterdam 2018a). It is important to establish accurate and 
effective data so that the municipality can make accurate and appropriate recommendations and 
predictions, thus minimising any harmful effects as a result of improper measures and policy. 

4.3. Accuracy of Algorithms 

The DrukteRadar Project, initially implemented relative data measurements for the hotspot levels in 
cities and objective data measurements for the district-level dashboard. However, there is a concern 
about using different methodologies to depict the crowdedness level in the city, with the district 
level applying persons-per-square-meter, whereas the hotspot level applies the historical relative 
account of crowdedness.  

The hotspots are compared against historical data, and against what a ‘typical Thursday’ 
looks like; while seasons or other variables are not accounted for, yet. The amount of historical data 
only extends back a few months, making it impossible to give an annual forecast or projection. There 
are options to increase and decrease the approximate levels depending on seasons, but the methods 
used might be inaccurate. The hotspot measurement identifies a particular location. For example, 
the level of busyness of Dam Square at 13:00 on a particular Saturday is assessed against what the 
standard level of busyness for Dam Square on a Saturday at 13:00 (relative data), rather than how 
busy Dam Square is compared to other locations in the city (objective data). This is to cater to locals 
so that they can identify areas that may be problematic for their commutes or activities, while also 
acknowledging that there are certain areas that will always be quite busy, such as Dam Square.  

However, one would need some previous knowledge and understanding of areas within 
Amsterdam to unpack this information, making it difficult to cater to both tourists and locals alike. 
The tourist may not understand the relative index being used in the project; for example, knowing 
that Dam Square at a medium level of business is still very busy. This may make it difficult and 
confusing for the non-local user. If the project uses two different maps, one for the local and 
another for the tourist user, it may also be problematic because the local may not be able to 
interpret what a standard level of busyness is for an area. For example, what if they are a local but 
have never been to that particular landmark in the city so are unaware how busy it is regularly, or 
perhaps they are local, but new to the city. 

The Project Owner mentioned that an important issue for the project was to identify who 
the end-user will be and then design the platform based on this understanding. The needs of a 
citizen of Amsterdam would be different from a tourist, which would be different from departments 
within the municipality using it. Once the team finalise who the end-users will be, they will be able 
to create different landing-pages, structuring the data visualisation according to their needs. He 
noted that they recently veered towards using more objective data, rather than relative data, for 
identifying the hotspot busyness level of the city.   

4.4. Ownership of Data 

One of the explicit goals of the DrukteRadar Project is to ensure data sovereignty. While Ger Baron 
agrees with the need to incorporate SIS in Amsterdam, he claims that tech companies do not always 
understand cities and how they work, emphasising that what works in theory does not always work 
in practice (Baron 2016). Models and technological propositions may confine and reduce the 
complexity of a city such as Amsterdam. Baron states that they would have left a great deal of 
technological innovation to the companies in the past, but he has been looking closely for 
governmental involvement in recent years (Baron 2018). He wants to take a stronger role in SIS 
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development, as he believes that they can ‘deal with this much more effectively and efficiently’ 
(Baron 2018).  

When the municipality works with private organisations to evaluate data, and use it for the 
DrukteRadar’s functionality, sometimes the issue of data ownership is raised. The Project Owner 
indicated that the ownership of data depended on where the data was collected from. If the 
municipality creates the data, then it is the owner of this data; whereas, if the partner organisation 
creates the data, then they claim ownership of it. If the data is collected in a public space, then the 
city of Amsterdam tries to ensure that they obtain ownership of that data. This is achieved through 
contracts and partnerships with private organisations. 

The relationship between the municipality and internal and external data providers is a data 
partnership. The Project Owner stated that the organisations’ role is a data provider and they have 
no control over the running of the project. Both internal and external partners do not have any 
involvement or say in how the project is structured, organised, or how they create their models. 
They have a vested interest in the success of the project, either for personal use (internal partners) 
or having Amsterdam municipality as a customer (external partners). The DrukteRadar Project aim to 
ensure a mutually beneficial relationship is achieved between public and private entities with a high 
degree of data sovereignty.  

4.5. Technological Lock-in 

There will always be tensions between public and private interests in the use and implementation of 
SIS in governmental applications. Ger Baron stated that the city of Amsterdam pushed back on 
companies from installing transmitters and sensors on street lamps around the city because it was 
not in the public’s interests (Baron 2016). Amsterdam rejected the idea to install smart lighting 
because of the extremely high costs of investment (Fitzgerald 2016). The municipality tries to 
succeed with an independent approach from third-party companies, but often this is not possible.  

The DrukteRadar project has already come up against problems attempting to establish a 
data-sharing partnership with a bank, but the bank’s lawyers opposed such a relationship. While 
some telecommunications companies will not even discuss this topic with the municipality of 
Amsterdam. The CTO has realised that obtaining data from third-party organisations is not easy and 
often requires considerable costs. Often, these third-party organisations want a collaborative 
arrangement in order to benefit both parties.  

The municipality is in the process of setting up 
arrangements with NS and Schiphol airport to create data 
sharing partnerships. There is the hope that these agreements 
will be mutually beneficial, rather than Amsterdam purchasing 
or becoming a customer of these organisations, rather than 
Amsterdam municipality necessarily being dependent or 
locked-in to relationships with these organisations. The 
Project Owner mentioned that one way of creating this 
partnership is data-sharing.  

4.6. Privacy and Security 

Because data is being retrieved about citizens, their location, their time spent there, and because 
these data may be linked to what they are doing there, there is a concern over privacy for the 
DrukteRadar Project and how to ensure that it is protected. The project has a mixture of objective 
data, but only uses aggregated data from a minimum of 15 people so that it is impossible to identify 
individuals from the group. In instances where the number of people in an area is below 15, the 
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system would produce a result of zero, in order to ensure that individuals are not identifiable to 
ensure privacy. Fundamentally, the project does not want  

‘any personal data of any sort. And we actually want as little data as possible; just the 
necessary data that we can use to run our models, and make it as efficient as possible’ 
(Interviewee 1). 

There are a number of different data sources being retrieved, ranging from low to medium 
privacy risk. For example, weather data has no privacy concerns, whereas, park and ride data (which 
shares how many spots are being used) and NDW traffic data (such as speeds on the road and 
average speeds) have a low privacy risk, because of the lack of personally-identifiable information. 
The data retrieved from bike rental has no personalized data, just the quantity of bikes; and public 
transportation data is protected by having specific cut-off values as described earlier.  

The city aims to protect citizens’ privacy as much as possible and claims to ensure that the 
open data that is available on their website is not traceable back to any individual person (City of 
Amsterdam 2018). They do this by ensuring that no individual’s data is input in the first place and 
any datasets that are used follow their privacy-by-design principles. The Municipality explicitly state 
that an individual’s data will never be given to commercial institutions or private individuals unless 
written permission is granted. In addition, one can request that one’s data is not shared with non-
mandatory administrative authorities. The DrukteRadar team ensure 
that  

‘every data source we use has the privacy-by-design incorporated 
in the source. So that means that privacy is designed within the 
data collection mechanism’ (Interviewee 1).  

Partners providing data must follow strict adherence to the 
organisation’s privacy-by-design principles. This is carried out at the start 
of any collaboration with different internal or external partners. 
Internally, it is achieved by the privacy officers within the city itself,  

‘who advise on these projects, and they always advise to collect no personal data, or at least 
as little as possible’ (Interviewee 1).  

The privacy officers ensure that no personal information is passed on in the datasets and 
that all the privacy concerns are adhered to. The project only wants to use and have access to non-
private information. The Project Owner mentioned that sometimes this can take a lot of time with 
back-and-forth communications between different departments and privacy officers, but that they 
wanted to ensure they meet current privacy protection standards.  

‘Normally all the data that’s open, or that’s not privacy related, we can share’ (Interviewee 
1). 

He elaborates that the open data does not contain any private or personal information of 
any of the citizens of Amsterdam, as they do not store or retrieve any personal data or personally 
identifiable information. They place a strong focus on ensuring the privacy of its citizens is protected. 
In relation to external datasets, the Project Owner pointed out that the level of aggregations of 
these datasets makes it impossible to extract personally identifiable information. However, the 
department still ensures that external partners also abide by the seven privacy-by-design 

‘we actually want as 
little data as 
possible; just the 
necessary data that 
we can use to run 
our models 
efficiently’ 
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principles.23 In addition to implementing privacy protocols, the project also protects privacy by 
ensuring that all data is safely secured on the municipality’s data storage system.  

The DrukteRadar uses data from DataPunt, which is a heavily secured cloud system, used to 
store and collect data. DataPunt is the Amsterdam data node facility that makes information about 
the city open and available (Grashoff 2017b). They emphasise that distribution of data is only 
provided to those that need it and respecting legal requirements (i.e. in accordance with national, 
EU, and municipal legal regulations). Amsterdam Municipality protects this data from being hacked 
and compromised. DataPunt minimises privacy risks by reducing the amount of personal data 
permanently stored, strengthened cyber-security measures, anonymization techniques, and 
repeated vulnerability tests (Grashoff 2017b). The DrukteRadar follows the principles outlined in 
DataPunt to ensure security levels are met. The Project Owner claims that it is very secure and 
reliable.  
 

5. Conclusion 

SIS may be used by governments in a wide diversity of applications, which can result in a wide range 
of social and ethical issues. This case study evaluated ethical and social issues found in the literature, 
how SIS is being used, and what actions are being taken to counter harmful impacts on society. The 
case study evaluated a specific application of governmental SIS, the DrukteRadar Project, to provide 
context for how municipalities are dealing with ethical issues. Focusing on the use of SIS in 
Amsterdam, provided key insights into ethical issues and how they contrast with those found in the 
literature.  

 The interview with the Project Owner provided information about the real-life application of 
governmental SIS while addressing a number of ethical issues as a result: access to SIS; accuracy and 
availability of data; accuracy of algorithms; ownership of data; technological lock-in; and privacy and 
security, which are being addressed by the DrukteRadar team.  

The DrukteRadar team are ensuring that stakeholders are made aware of the dashboard 
developed for the project through a public awareness campaign on social media, newspapers, and 
their website. The DrukteRadar team realise that accuracy and availability of data underpin the 
success of their project, so they have been establishing partnerships with internal and external data 
providers. The municipality also wants to maintain its data sovereignty, so the project tries to 
concentrate on using internal data to guarantee data ownership and avoid technological lock-in. The 
project also ensures that datasets follow privacy-by-design principles and are GDPR compliant.  

5.1. Limitations 

A notable limitation of this case study is that it is analysing SIS that have not been fully implemented 
and disseminated to its target audiences. When I first contacted the organisation, the project was 
supposed to be launched by October 2018, but this date was pushed back until Spring 2019 because 
the team wanted to refine it before launch. While many of the issues raised in this case study are 
pertinent, there may be additional issues that are only visible once it is implemented and used in 
practice. This could have been valuable exploratory terrain for the case study.  

One of the main limitations of this case study is that it was based on only three interviews, 
only one of which was analysed in a structured manner. While the primary interviewee was 

                                                           
23 The seven principles are: proactive not reactive; privacy as the default setting; privacy embedded into 
design; full functionality: positive-sum, not zero sum; end-to-end security: full lifecycle protection; visibility and 
transparency; and respect for user privacy (“The Seven Foundational Principles,” 2018). 
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knowledgeable about SIS and their societal and ethical impacts, the case study would have been 
strengthened by additional interviews. Furthermore, as the case study only examined one example 
of SIS in Amsterdam, it does not allow for generalisations about their use of SIS, or broader 
conclusions about municipalities’ use of SIS, generally. The project also focused on a specific 
application of SIS (i.e. for crowdedness detection and prevention), which would make it impossible 
to difficult to make broader deductions about the use of SIS by governments. 

5.2. Contribution to Knowledge 

This case study offers the discipline a fresh look at the ethical concerns associated with using SIS in a 
governmental setting. While some of the topics and issues discussed in this case study have been 
evaluated elsewhere, they have rarely been applied to specific projects in this way. Therefore, the 
case study has specific implications for SIS ethical theory and analysis. Furthermore, there has been 
very little written about Amsterdam’s ICT projects, besides self-published articles on their websites. 
This case study offers the municipality an objective evaluation of one of their latest projects, prior to 
its full-scale implementation, and ethical issues that may arise in the project’s development.  

The analysis of the DrukteRadar Project contributes an empirical evaluation of SIS being used 
in practice, uncovering two specific issues that were not found in the literature: access to SIS and 
data ownership. It was shown that a municipality can increase access to SIS, promoting fairness, 
equality, and provision of services amongst citizens. The DrukteRadar project achieves this by 
ensuring that its dashboard is user-friendly and available to as many people as possible.  

While there are general policy guidelines and frameworks for the ethical use of SIS, there are 
few recommendations specific applications of SIS, particularly around data ownership and 
relationships between public authorities and private companies working on SIS. The case study 
offers insights into how municipalities can tackle the issue of data ownership, namely, if the data is 
collected from a public space, then the city should claim ownership, rather than private companies. 
 

5.3. Implications of this Report 

This report has policy implications for the use of SIS within the governmental domain, particularly 
municipalities. When cities integrate SIS, there should be ethical considerations about how they will 
affect citizens, the city’s relationships with private companies, and their impact on society.  

One way to do this is by identifying who the end-user is during the design phase of SIS. Cities 
need to acknowledge that a lot of people are not technologically-savvy. The effectiveness of public 
SIS depends on whether or not it is usable and available to most people. Policymakers should have 
clear dissemination plans to reach their end-user, in this case, the citizens of Amsterdam. 
Municipalities may use this case study to understand important concerns related to the 
implementation of SIS. This report showed that there needs to be a win-win scenario in data 
partnerships, whether they are public or private.  

However, what became evident in this case study is that private companies may not always 
understand how cities work, so city officials need to be careful when collaborating with them on SIS 
projects. Departments within the municipality may deal with tasks more efficiently and effectively 
than private companies. Investments into training internal staff, instead of outsourcing projects to 
costly ICT companies, is something that should be considered. This case study also demonstrated 
how ensuring data sovereignty could help avoid becoming technologically locked-in and dependant 
on private organisations. 

This report provides policymakers with fresh insights into how they can reduce 
discriminatory recommendations and harmful consequences resulting from SIS – through extensive 
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monitoring, secure technical infrastructure, and stakeholder review sessions. Technical insights were 
provided to show how cities can ensure citizens’ privacy is protected: data is not traceable to 
individuals (aggregated data from a minimum of 15 people), internal and external datasets follow 
privacy-by-design principles, and try to obtain as little personal data as possible. Finally, this report 
provides ways municipalities can ensure data security: use a heavily secured cloud system, 
anonymization techniques and repeated vulnerability tests.  

5.4. Further Research 

The literature review aimed to provide an overview of the main ethical issues being discussed in 
governmental use and implementation of SIS. Additional research may need to be completed on 
ethical issues that arise in the future relating to governmental applications of SIS. There is a need for 
further empirical investigations into the use of SIS by governments, through discussions about how 
cities are using SIS, as well as how different international institutions, or supra-international bodies, 
are using SIS. Furthermore, additional case studies may allow for cross-case analysis with other 
empirical research on SIS use. Overall, the hope is that this report encourages more academic 
evaluations into the ethical use and implementation of governmental SIS.  
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Executive Summary 

Smart information systems (Big Data and artificial intelligence) are used in the agricultural industry 
to help the planting, seeding, and harvesting of crops, as well as farm management, plant and 
livestock illness and disease detection. I looked at how the Crop Protection Division at BASF is using 
smart information systems (SIS), through their Maglis project, to provide farmers with local weather 
predictions, farm efficiency and sustainability metrics, and early detection systems for weed, pests 
and disease. SIS being used in agriculture, types of data retrieved from the farm, how this data is 
analysed, and agribusinesses involved in this burgeoning field. Agricultural SIS has the potential to 
automate activities that are typically done by agronomists, allowing for cost reductions, quick and 
effective crop forecasting, and improved decision-making and efficiency for the farmer. Agricultural 
SIS also offers agribusinesses an additional revenue, better customer-relations, and reduced costs 
from hiring additional agronomists and advisors.  

The world’s population will exceed 9 billion by 2050, forcing the agricultural sector to 
increase its production levels by up to 70%. SIS are being hailed as one possible solution to help 
plant, seed, harvest, and manage farms better and more effectively. However, the use of agricultural 
SIS may create a number of ethical concerns. For example, the accuracy of data and 
recommendations provided by SIS may lead to lost harvests, ill livestock, and loss of earnings. There 
is also a tension between ensuring an agribusinesses’ intellectual property and the protection of the 
farmer’s data ownership. The use of SIS is relatively expensive, which may create a digital divide. 
Agricultural Big Data is also vulnerable to privacy and security threats because it could be used 
nefariously by corrupt governments, competitors, or even market traders. Sensors, robots and 
devices may cause harm, distress, and damage to animal welfare and the environment. 

To assess if these ethical issues mirror those experienced in the field, I interviewed three 
members of BASF working on their SIS project ‘Maglis’, launched in 2016. Maglis combines data 
retrieved from the farmer with BASF’s agronomic knowledge to manage their farm more effectively. 
Maglis was designed to provide farmers with local weather predictions, plant disease in situ 
detection, and recommendation tools to minimise risk, crop and yield previews, farm efficiency and 
sustainability metrics, and early detection systems for weed, pests and disease. One of the primary 
motivations for using SIS technology for BASF is the ability to make the farmer’s life easier, more 
productive, and to save costs. The aim is to improve farm management, not by increasing fertilizer 
use, but by more intelligent farming decisions and practices.  

The ethical issues faced in the Maglis project strongly correlated with those in the literature, 
with the addition of employment. The general public is concerned that SIS will replace human jobs, 
such as the agronomist, but the BASF team stated that their SIS is intended to complement the 
human expert, rather than replace them. Accuracy and availability of data proved to be an issue 
because not all farmers had available data and data retrieved from third-parties may not be 
accurate. The Maglis team ensure that their customers’ privacy is protected by having strong 
security measures to avoid misuse and hacking. Data ownership belongs to the farmer and they can 
move to a different farm management system supplier, with that data, if they choose to. Maglis is 
free to use to avoid the issue of a digital divide. BASF incorporate a strong sustainability agenda into 
their SIS, developing it from the European PEF (Product Environmental Footprint) and the company’s 
Life-cycle assessment (LCA) frameworks. Overall, my report was able to evaluate how ethical issues 
found within the SIS literature correlate with those identified, and tackled, in practice.   
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Agricultural SIS and Ethics: A Case Study 

Approximately 26.5% of the world’s population work in agriculture, which accounts for nearly $3 
trillion in global trade (The World Bank 2018). Despite this, it is an industry that needs to grow its 
production levels by 70% to feed the world’s growing population by 2050 (Schönfeld, Heil and 
Bittner 2016; Kamilaris, Kartakoullis, and Prenafeta-Boldú 2017). In addition, our current ecological 
footprint is twice the level that it should be; leaving the agricultural sector with the colossal 
challenge of producing more food, while reducing their ecological impact (Popa 2011; Wolfert, 
Sørensen, and Goense 2014).  
 

The agricultural industry is looking at different solutions to meet these challenges, one of 
which is data analytics. Big Data analytics is seen as the fourth technological revolution in agriculture 
and it is hoped that it will provide a solution to our growing food demands (Kumari, Bargavi and 
Subhashini 2016; Morota et al. 2018; O’Grady and O’Hare 2017).24  
 

It is predicted that Big Data analytics will take on a fundamental role in the future of 
agriculture (Zhang et al 2014; Carolan 2015). Agricultural Big Data, data analytics, and machine-
learning algorithms are the catalysts that are expected to underpin the realisation of the world’s 
agricultural goals.  

 
Agricultural Big Data analytics is the analysis of large datasets from a wide range of 

resources, often using artificial intelligence (AI) techniques. The integration of Big Data and AI (Smart 
Information Systems - SIS) is expected to be vital for the successful growth of the agricultural sector. 
Agribusinesses are now shifting their focus towards data-
driven agricultural solutions. While these developments are 
seen as effective ways to achieve the challenging goals 
ahead, they also raise a number of serious social and ethical 
concerns that we will analyse in this case study.  
 

The primary research questions that will be 
addressed in this case study report are: Which ethical issues arise in the use of SIS in agriculture? 
And how can they be addressed? To answer the questions, the key issues within the literature on the 
topic will be analysed and interviews with three staff members working for a large multinational 
agricultural organisation – BASF, will be conducted.  

 
The aim of this case study is to identify ethical issues that may appear in practice in an 

agricultural organisation that are not covered in the literature; whether or not they face the same 
issues discussed in literature as in practice; and if there are policies and procedures set in place for 
addressing these concerns.  

 
The case study will be divided into four main sections, with the first two sections focusing on 

an analysis of the literature in the field, while sections three and four focus on the organisation 
BASF. Section 1 will analyse the current implementation of agricultural data analytics and establish 
how SIS technology is used in practice; while section 2 will concentrate on a range of social and 
ethical issues surrounding SIS use and implementation in the agricultural sector. Section 3 will 
analyse an organisation using agricultural SIS technologies: the large multinational chemical 
company BASF. Section 4 will critically evaluate ethical issues that arise when using SIS technologies 
in BASF, incorporating the three interviews done at BASF (Limburgerhof, Germany) on August 22nd, 
2018.  

                                                           
24 The industrial revolution, the green revolution, and the biotechnology revolution. 

The primary research questions 
are: Which ethical issues arise in 
the use of SIS in agriculture? And 
how can they be addressed? 
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1. The Use of SIS in Agriculture 

Before analysing the social and ethical issues that may arise from using SIS technology in the 
agricultural sector, it is important to understand how and why these technologies are being 
developed in the first place. In order to effectively understand the societal and ethical implications 
of using such technologies, it is vital to elaborate on the types of data being retrieved, where they 
are being retrieved from, and how are they being applied.  
 

This section will focus on the use of SIS in the agricultural sector in order to elucidate the 
different ways these technologies are used in practice and by whom, i.e. who are the companies 
developing them. An extensive literature review was conducted of the different ways that 
agricultural SIS technology is used and implemented, and on a number of agribusinesses integrating 
SIS within their business models in order to demonstrate how they are being incorporated in 
practice. The review ranged from computer science, agricultural management, and agricultural 
practice, to agricultural Big Data literature, in order to establish an exhaustive overview of the 
different stages of agricultural SIS technology’s use and application. 
 

To begin with, there are many different components in agricultural SIS integration, from the 
retrieval, analysis and prescription of data. The types of data retrieved range from: animal 
movement and grazing patterns, soil moisture and nutrient level, irrigation, rainfall and climate, land 
imagery, crop growth patterns, and market pricing (Bennett 2015; Kamilaris, Kartakoullis, and 
Prenafeta-Boldú, 2017).  

 
Figure 1 – Types of Agricultural Data Retrieved 

 
This data is retrieved from many different sources: weather stations, surveys, static historical 

datasets, geospatial data, satellite imagery, farm sensors, farm equipment sensors, radiation 
sensors, climate sensors, and GPS-based field maps (Tzounis et al. 2017; and Ribarics 2016). The data 
is also applied in a number of different contexts: weather and climate, land, animal research, crops, 
soil, weeds, food availability and security, biodiversity, and farmers’ insurance and finance 
(Kamilaris, Kartakoullis, and Prenafeta-Boldú, 2017).  
 

Despite the potential value of applying agricultural Big Data in all of these contexts, the 
amount of data that is currently being analysed is still relatively small (Hirafuji 2014). This is set to 
grow rapidly because of the abundance of benefits promised by the effective use of agricultural Big 
Data. These include: improve water and air quality, improved soil health, food quality and security, 
protection of biodiversity, improvements to quality of life, increase output, cost reductions, crop 

Grazing Soil moisture Irrigation Rainfall

Land imagery Crop growth Pricing
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forecasting, and improved decision-making and efficiency (Castle, Lubben, and Luck 2015, Mintert et 
al. 2016, O’Grady and O’Hare 2017, Schönfeld, Heil and Bittner 2016, and Sonka and Cheng 2015). 

 
Figure 2 – Promised Areas of Improvements of Agriculture by Data25 

 
It is argued that SIS can help during the planting stage to maximise crop yields, or to react to 

diseases, animal ill-health, or unfavourable climatic conditions. SIS can also assist farmers in 
managing their farms through effective ‘prescriptive farming’ (Antle, 
Capalbo and Houston, 2015). Therefore, many propose that ‘good 
farmers do not follow their gut, they follow data’ (Carolan 2015, p. 
11).  

Monsanto estimate that data analytics will increase global 
crop production by $20 billion annually (Bunge 2014). Therefore, 
traditional agricultural businesses (e.g. machinery, seed or chemical 
companies) have branched out into data analytics, to become agricultural technology providers 
(ATPs). They sell prescriptive analytics to farmers: ‘The farmer generates (or hires the dealer or a 
third-party company to generate) data on field-specific attributes such as GPS-coded soil sampling 
and field maps for selected plots of land’ (Sykuta 2016, p. 60). Using different machine-learning 
algorithms and data analytics software, along with a wide-range of the company’s datasets and 
acquired datasets, the farmer’s data is transformed into prescriptive recommendations by ATPs.  
 

There are many different agricultural companies implementing SIS technology in their 
programs. For example, Monsanto’s FieldScripts® program retrieves data from the farmer and 
combines it with Monsanto’s agronomic knowledge and prescribes recommendations to the farmer. 
‘The dealer and Monsanto’s field agents help monitor performance through the season and advise 
on field management needs. At the end of the season, the farmer submits yield data to help improve 
future prescriptions for the field, which Monsanto can incorporate to update its basic algorithm as 
well’ (Sykuta 2016, p. 61).  

 
DuPont Pioneer’s Field360™ and WinField R7 programs identify hybrid seed selection, 

provide crop management projections and crop growth estimations, and recommend planting 
methods (Sykuta 2016, p. 61). Pioneer’s Field360™ Select Software ‘combines current and historical 
field data with real-time agronomic and weather information to help growers make informed 
management decisions’ (Antle, Capalbo and Houston, 2015, p. 3).  
 

                                                           
25 Cost reductions, crop forecasting, and improved decision-making and efficiency are additional promised 
benefits directly for farmers.  

Water quality Air quality Soil health Food quality

Food security Biodiversity Quality of life Output

Many propose that 
‘good farmers do not 
follow their gut, they 
follow data’.  



 

 
91 

John Deere attaches sensors to its farming equipment and analyses the data collected from 
them, then sells recommendations back to farmers (Bronson and Knezevic, 2016). John Deere’s 
analytics service costs farmers $15 per acre of farmland but promises a $100 per acre increase in 
profits. ‘This programme gives users access to algorithms that 
show historical trends of soil moisture and crop level weather 
patterns going back 30 years. The product allows farmers to plug 
in different seeds and receive as output, before planting season 
has even commenced, what their likely yields will be that fall’ 
(Carolan 2015).  
 

The integration of data analytics is often intertwined with 
traditional agricultural business models, for example, the seed business for Monsanto and DuPont 
Pioneer, and tractor business for John Deere. Many of the most notable agribusinesses are driving 
towards an adoption of the “smart farm” framework, fully technologised with a constant retention 
and application of data (Coble et al. 2018).  

 
There are many pressing social and ethical concerns in the literature relating to the 

implementation of smart information systems within the agricultural domain. It is important to 
analyse these in order to identify which ethical issues arise in the use of SIS in agriculture and how 
they can be addressed. It is also important to identify these issues for comparative purposes with 
the issues highlighted in the interviews with the three members of BASF, later in this report. 
 

2. Ethical Issues of Using SIS in Agriculture 

In the key journals on agricultural and environmental ethics, there was no research published on the 
ethics of SIS in the agricultural industry. These journals included ‘Agriculture and Human Values’, 
‘Journal of Agricultural Ethics’, ‘Journal of Agricultural and Environmental Ethics’. ‘Environmental 
Values’, ‘Environmental Ethics’, and ‘Ethics, Policy, and Environment’.  
 

A broad keyword search, using multiple different variations, was therefore conducted to 
attract relevant articles, achieved by collating literature from bibliographical databases: Google 
Scholar, ScienceDirect, Web of Science and Scopus. Using this approach, the following issues were 
identified: accuracy of data and recommendations provided from algorithms; data ownership; digital 
divide, privacy and security; and animal welfare and environmental protection. 

 
Figure 3 – Ethical Issues in the Literature – SIS & Agriculture  
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2.1. Accuracy of Data and Recommendations 

The primary purpose of integrating SIS technologies within the agricultural sector is to enable better 
decisions, adaptation to circumstances and prescriptions (Talavera et al. 2017). However, some 
claim that machine learning is not fit for purpose because the algorithms used are only suitable for 
small datasets (Zhang et al. 2014). These algorithms cannot effectively analyse Big Data or large 
datasets because of their inability ‘to strike a balance between timeliness and accuracy of 
processing’ (Zhang et al., 2014, p. 141). This is a technical limitation that needs to be addressed 
within the agricultural sector, and more broadly, the SIS industry as a whole. Limited data may also 
create misleading conclusions. ATPs may provide prescriptive recommendations that cause 
detrimental outcomes, which are based on incorrect or inaccurate data (Taylor and Broeder 2015, p. 
13).  
 

There is also a possibility that the retrieval of data is misleading or inaccurate because of 
environmental circumstances. For example, animals may interfere with SIS technologies by affecting 
the radio signals used to communicate by being too close to sensors or interfering with the 
equipment (O’Grady and O’Hare 2017). Sensors can be shielded against damage, but there are also 
concerns regarding circumstances that give false readings, such as temperature extremes and 
humidity (Tzounis et al. 2017). Possible interferences need to be considered to minimise false 
readings, skewed analytics and misleading prescriptions.  

 
Another potential issue is that data may be difficult to interpret because of local differences 

or idiosyncrasies (Byarugaba Agaba et at. 2014, p. 21). Therefore, there is a clear need to analyse 
data contextually to make unbiased decisions (Taylor et al. 2014). If these differences are not 
factored into the prescriptive analysis, it may lead to lost resources and harm to the farmer’s 
livelihood. ATPs also need to be confident in the accuracy and legitimacy of information provided by 
farmers in order to provide appropriate recommendations (Lokers et al. 2016). While the accuracy of 
data and recommendations are not ethical issues in themselves, providing inaccurate data to 
farmers or giving inaccurate recommendations may lead to lost harvests, ill livestock, and loss of 
earnings and negative impacts on their business. 
 

2.2. Data Ownership and Intellectual Property 

There are concerns about distribution of farm data to third parties (Rosenheim and Gratton 2017, p. 
403). Farmers fear that their data may end up in the wrong hands and subsequently be used against 
them (Ferris 2017). Some farmers worry that if they surrender their data, it will put them in a 
precarious position in the future (Coble et al. 2018, p. 84). They are concerned about the collection 
and dissemination of their data to regulatory bodies, agencies and governmental officials (Sykuta 
2016). Their data may be used against them in a wide array of different contexts, such as regulatory 
enforcement, imposition of charges, fees, fines, and restrictions. There is also the concern that their 
data will be used by commodity traders on the stock market (Ferris 2017). 
This could be used against farmers by finding out specific information about 
the farm that would allow traders to purchase it for less, or be used as a 
bargaining chip against the farmer. 
 

Therefore, one of the most contentious issues relating to SIS 
implementation is regarding data ownership (Schönfeld, Heil and Bittner 
2016). Essentially, ‘who owns the data and who can monetize [the data]’ (Kamilaris, Kartakoullis, and 
Prenafeta-Boldú, 2017, p. 29). The issue of data ownership raises the question ‘whether farms 
should relinquish control of farm data to third parties’ (Coble et al. 2018, p. 84). There is the concern 
that farmers’ data will be used to sell unnecessary products back to them (Ferris 2017). ‘Big 

Who owns the 
data and who 
can monetize the 
data? 
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agricultural firms such as Monsanto might influence farmers to buy specific seeds, sprays, and 
equipment and are likely to profit from the costs of their service and higher seed sales’ (Ksetri 2014, 
p. 13). There appears to be an opacity about who owns the data retrieved from farms and who has 
control over their use and implementation (Kosier 2017).  
 

Many ATPs insist that farmers own their data, but the ATPs may include a royalty-free 
license over these data, so they can be used by the ATP regardless of ownership (Darr 2014). If 
farmers own their data, and they want to change to a different ATP, they may be in breach of 
contract. For example, Monsanto have tight legislative controls over their intellectual property and 
data analytics, and if a farmer breaches their contract, this may lead to penalties and/or court-cases 
against them. Furthermore, if a farmer is looking for a 
different ATP, it may be difficult or even impossible to find 
another ATP because of data ownership issues: ‘ATPs may 
have concerns about receiving data from farmers that the 
farmer herself does not own, giving rise to potential violations 
of intellectual property or licensing restrictions’ (Sykuta 2016, 
p. 66).  

 
Fundamentally, ATPs need to protect their intellectual 

property rights and investments in SIS. One way to ensure this 
is through contractual agreements with farmers. However, in 
the United States ‘fewer than seven percent of small-scale and medium-scale farms used contracts 
while over 50 percent of very large farms used contracts’ (Sykuta 2013, p. 19). The use of SIS 
technologies may force smaller farmers into contractual obligations with ATPs. Many of these 
farmers have no experience with legal documents and contractual terminology, so there is the 
possibility that farmers will not understand what they are consenting to when using SIS, raising 
ethical issues around sufficient informed consent to enter into these agreements. In addition to this 
lack of knowledge about legal descriptions, there is also the concern that the technologies 
themselves are beyond the average farmer’s capacity. 
 

Data retrieved from farms is often inaccessible to farmers themselves, with many fearing 
that they do not have the technological capacity to use SIS (Sykuta 2016, p. 60). Technical knowledge 
is required to interpret this data, and farmers may not be able to get this knowledge for free, and so 
become dependent on ATPs (Schönfeld, Heil and Bittner 2016). There is also the possibility that the 
role of farmers will be reduced, and a lot of associated freedoms curtailed, because of data analytics 
(Wolfert et al. 2017). Farmers have already started to see restrictions imposed on their land and 
farm machinery. Companies such as John Deere have implemented policies that disallow farmers 
repairing or fixing their own machinery, as this may infringe upon copyright and intellectual property 
given that the company’s hardware is contained on/within the vehicle. Any tampering with these 
devices is hence a breach of contract, and subjugated to economic penalties (Carolan 2015). 
 

2.3 Economic Issues and the Digital Divide 

Small farms far exceed the number of large farms globally. In the United States alone, 66% of all 
farms do not exceed $1 million in annual sales (USDA NASS, 2014). In LMICs (low-to-middle-income 
countries), most agriculture occurs on small farms with very little technology. However, most 
agricultural data analytics is only being done on large monoculture industrial farms (Carbonell 2016). 
This may cause an issue of disproportionate growth of larger farms and the potential dissolution of 
smaller farms. The use of SIS technologies is relatively expensive, which may also prevent poorer 
farmers from adopting them (Kosier 2017, p. 11, Schönfeld, Heil and Bittner 2016). This leads to a 
‘digital divide’ between those who can implement SIS and those who cannot (Kamilaris, Kartakoullis, 
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and Prenafeta-Boldú, 2017, p. 29). Rural remote locations may also suffer from data transmission 
limitations, which could prevent farmers from using these technologies. SIS technologies hence have 
the potential to create or exacerbate inequalities between those who can use them and those who 
cannot (Poppe, Wolfert and Verdouw 2014). 
 

The agricultural sector is the largest employer in LMICs and requires substantial growth in 
the coming years to meet increasing food demands. In these countries, yields are often reduced by 
up to 40% because of poor farming techniques, lack of information and incorrect planting, weeding 
and harvesting times (Ksetri 2014, p. 10). Therefore, one of the biggest areas of potential for SIS is in 
LMIC countries (Ksetri 2014). There is hence a push towards transforming unstructured data into 
implementable goals for LMIC development (Global Pulse 2012, Panicker 2013) and the UN has 
proposed that significant development in LMICs will be the result of effective data analytics and the 
implementation of their results (Micheni 2015). However, there are many obstacles impeding SIS 
adoption in LMICs, such as the lack of technical capabilities to analyse and formulate this data in 
lower tech countries, lack of investment, poor technological infrastructure, and political and 
economic instability (Micheni 2015). Furthermore, privacy and data protection laws are quite scarce 
or non-existent in many LMICs, so the collection and processing of data remain essentially 
unregulated (Taylor and Broeder 2015, p. 15).  
 

2.4. Privacy and Security 

Even though information about individuals could potentially be anonymised, Big Data in agriculture 
may still lead to negative repercussions for groups of people. Authorities and corporations can draw 
conclusions and implement courses of action at a group level, for instance, which may be 
undesirable for farmers. Essentially, ‘it is precisely being identified as part of a group which may 
make individuals most vulnerable, since a broad sweep is harder to avoid than individual targeting’ 
(Taylor 2017). This is particularly pertinent in LMICs, where there is less data protection regulation. 
For example, in sub-Saharan Africa, only 8 out of the 55 countries have data protection legislation 
(Taylor 2017). In the agricultural sector, this data could be used nefariously by corrupt governments, 
competitors, or even market traders. 
 

At present, there is very little regulation on agricultural data (Ferris 2017). It is claimed that 
Big Data in the agricultural sector is not as vulnerable to privacy and security concerns as other 
sectors (Zhang et al. 2014). This is because ATPs do not collect obviously 
sensitive data, such as information about children, banking data, or 
healthcare records (Ferris 2017). Despite this, farmers still provide a wide 
range of details about their farm. Personal information relating to names, 
locations, property types, income levels and valuations are retrieved for 
processing (Ferris 2017). These are all personal data, some highly 
sensitive, e.g. income. There is also a concern that drones, and other data-retrieving technologies, 
will monitor third-party individuals, infringing upon their personal privacy (Schönfeld, Heil and 
Bittner 2016).  
 

Big Data is retrieved from many different sources, such as radio equipment, agricultural 
information websites and mobile terminals (Zhang et al. 2014). As a result, there are a multitude of 
potentially sensitive data types that need to be stored and transferred, so data security is a very 
important concern for farmers (Tzounis et al. 2017). Farmers need to be assured that their data are 
safe, used appropriately and interpreted in the correct manner (Lokers et al., 2016). However, this is 
difficult to universalise because the ‘nature of data security issues also differ by vendor given their 
services and platforms’ (Sykuta 2016, p. 60). Also, the type of data that is retrieved varies in terms of 
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security needs, for example, securing data about a farmer’s sales and yields may be far more 
sensitive than data about rainfall levels on the farm.  
 

2.5. Animal Welfare and Environmental Protection  

The implementation of sensors, robots and other devices on farms may cause undue stress or harm 
to farm animals and external wildlife. These electronic devices and sensors may upset, injure or even 
kill livestock and/or local wildlife. Robots, sensors and unmanned aerial vehicles (UAVs) also have 
the potential to emit toxic material, fumes and waste into their surrounding environment. An 
additional concern is that the algorithmic prescriptions used by such devices may cause detrimental 
effects because they do not consider land external to the farm (Antle, Capalbo and Houston, 2015). 
For example, some potential effects could be surface water run-off, encroachment on habitats, or 
general pollution to the surrounding area. Therefore, the ecological and social effects of 
implementing and deploying SIS technologies to the wider environment are significant factors 
(Kosier 2017). 
 

After discussion the many ethical issues covered in the literature that are related to the use 
of SIS in the agricultural industry, it is evident that these concerns cover a broad spectrum of issues. 
In order to better understand the ways in which these issues arise in practice, the following section 
will describe a specific case of agricultural SIS. The case was chosen because BASF is the largest 
chemical producer in the world and is quickly becoming a leading competitor in the agricultural 
industry in Europe. Along with that, it is one of only a few leading agribusinesses that is investing in 
the development of agricultural SIS. Many of the companies developing agricultural SIS are based in 
the US (Monsanto, DuPont Pioneer, and John Deere), which would veer away from the aims of the 
European-focused SHERPA project. All of these factors made BASF the leading choice in companies 
to conduct a case study on.  
 

3. BASF: The Case of a Large Multinational Company Using SIS in 
Agriculture 

BASF implements and uses SIS technology within the agricultural sector. Three interviews were 
conducted with BASF staff members. During these interviews, their interactions with SIS and what 
they view as some of the most fundamental issues pertaining to this technology were discussed. The 
interviews were conducted on August 22nd, 2018 at BASF Crop Division Headquarters in 
Limburgerhof, Germany.  

The three interviewees were Interviewee 1, Interviewee 2, and Interviewee 3 working in 
BASF. The interviews were transcribed a month later and evaluated in early October. A qualitative 
analytics software tool (NVIVO) was used in order to categorise, define, and evaluate the content of 
the three interviews. Topics were split into different nodes during a two-day SHERPA consortium 
workshop to evaluate 11 SHERPA case studies. A range of sections pertinent to SIS technology was 
established. The interviews conducted at BASF were then segmented and categorised within these 
nodes, which were analysed to produce this report. 

Table 1 BASF Interviewees Working on SIS Technology 

BASF Interviewees Working on SIS (Maglis Project) 
Interviewee Interviewee 1 Interviewee 2 Interviewee 3 
Role in Organisation Global Governmental 

Affairs & Management 
Sustainability  Foundation Division 
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Length of Interview 40 minutes 35 minutes 55 minutes 
 

3.1. BASF and the Interviewees 

In 2016, BASF generated sales of €58 billion, of which $5.6 billion was from the Crop Protection 
Division. BASF finalised the acquisition of the $5.9 billion Bayer herbicide and seed business in 2018 
(BASF 2017c). Part of this acquisition is a range of data compiled by Bayer. In 2017, BASF were very 
active in data acquisitions and partnerships: They entered a satellite data-sharing partnership with 
the European Space Agency, a development and operations agreement with the data insights 
company Proagrica, and they acquired the agricultural business intelligence systems specialist ZedX 
Inc. (BASF 2017a, BASF 2017b, ZedX Inc., 2017a, and ZedX Inc. 2017b). BASF has traditionally been a 
large multinational chemical company, but over the past decade has grown its Crop Protection 
Division and data analytics business, such as the Maglis platform.  
 

The interviewees from BASF Crop Protection Division were Interviewee 1, who works in 
Global Governmental Affairs and Issue Management; Interviewee 2, who works on the sustainability 
component of Maglis; and Interviewee 3 working on the backend running of Maglis. Interviewee 1’s 
role focuses on the advocacy of digital initiatives in the company and ensuring communication with 
different stakeholders, such as policymakers and governmental bodies. Interviewee 2 is  

 
‘the architect of algorithms which translate farming practices into sustainability language, 
and then back into, hopefully, improving farming practices’ (Interviewee 2).  
 
The Interviewee 3 who was interviewed works in the Foundation division of Maglis, ensuring 

the functionality and usability of the backend systems of the project, such as user management 
systems, managing users.  
 

3.2. SIS Technologies at BASF 

BASF’s data analytics company Maglis™ was launched in 2016 to provide farmers with a range of 
crop management options within one comprehensive platform (BASF 2016, Infosys 2018).26 The 
Maglis project started in Canada and was launched subsequently in the UK. It is currently in the 
process of being launched in Germany. Maglis is intended to complement the BASF Grow Smart 
programme, by personalising the exact purchase needs of farmers.27 BASF are collaborating with the 
tech company Infosys, and they have also entered a three-year partnership with ZedX Inc., to work 
on the Maglis project (Bedford 2017). ZedX Inc. retrieves weather conditions, wind speeds, crop 
protection, and pest and agronomic data. It then analyses these data to produce effective 
                                                           
26 BASF has embarked on two major data analytics projects: Compass™ and Maglis™ (Stroud 2018). Compass™ 
mobile farm data management system integrates crop management, GIS/GPS mapping, grain inventory 
management, and live agent support; to provide farmers with better farm management decisions (BASF 
2018a). However, this data management system was ‘transferred and assigned to Affinity Management Ltd.’ 
on May 8th, 2018 (BASF 2018b).  
27 The Grow SmartTM with BASF programme states that farmers have limited chances to establish the right mix 
during each season in order to ensure the best possible yields are possible. There needs to be careful 
agronomic knowledge, careful planning and portfolio innovation to procure the best possible approach each 
year (BASF 2018e). The BASF Grow SmartTM University is their platform that provides the resources of 
agronomic knowledge and insights for the most productive and effective options the farmer should take (BASF 
2018d). This website provides a range of free informative courses, webinars and videos on many different seed 
specifications, herbicides, insecticides, plant health, seed enhancement and agribusiness/market-place 
economic forecasting. Ultimately, BASF attempts to ‘support farmers through several knowledge transfer 
initiatives’ (Heldt 2018). 
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agricultural solutions for farmers (BASF 2017d). By combining these data with the company’s 
agronomic knowledge and individual farmer data, it aims to provide solutions to ‘help farmers use 
their resources more efficiently and sustainably’ (Strip-Till Farmer 2017). 
 

Maglis consists of three fundamental components: Agronomic Advice, Farm Navigator and 
Customer Navigator. Maglis Agronomic Advice provides farmers with local weather predictions, 
plant disease in situ detection, and recommendation of tools to minimise risk (BASF 2018c). Maglis 
Farm Navigator provides farmers with crop and yield previews, farm efficiency and sustainability 
metrics, and early detection systems for weed, pests and disease (BASF 2018c). Farm Navigator is 
used by the farmer to manage the agronomic activities of their field, by inputting when particular 
crops were sown, what kind of crops, so that the Navigator can provide outlines of how that crop 
should grow. Farm Navigator has large modelling potential and image recognition, which allows the 
farmer to see the growth cycle of crops and to detect potential threats to the crops. Maglis 
Customer Navigator is a support system for farming consultants who are working with farmers to 
find ideal agricultural planning solutions (BASF 2018c). The Customer Navigator is a Windows tablet 
application and is used by BASF advisers to engage with the farmers and to make recommendations 
about what products might help them. The software can be tailor-made for each farmer, by 
factoring in a multitude of data from their location, soil types, crops grown, weather predictions, and 
farm size.  

 
Figure 4 – Components of BASF’s Maglis™ 

 
BASF uses image-recognition software that receives images from the farmer, identifies 

particular crops, and recognises spots or abnormalities on the leaves for early disease detection. This 
software uses machine-learning techniques to analyse weather data to ‘anticipate crop threats such 
as pests and disease’ (Bunge 2017). The Interviewee 3 at BASF noted that the Maglis team are using 
a wide array of different Big Data and machine-learning tools, such as Hadoop Stack, SAP HANA, and 
cloud-based systems. The Maglis software also benefits from using data derived from other sources, 
such as field data from John Deere machinery and AI tools, such as PEAT image recognition. 
Interviewee 1 stated that BASF also invested in a Swiss start-up, ecoRobotix, through its venture 
capital branch. ecoRobotix are developing  

 
‘a robot that is spraying micro amounts of herbicides on wheats, which is a camera-assisted, 
self-driving, 130kg lightweight robot that moves automatically up and down in fields, and 
just treats the areas where weeds begin to grow’ (Interviewee 1). 
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BASF have been providing technological solutions to farmers for over 100 years, and they 
view the data analytics service as the next logical step to help farmers achieve the best possible yield 
on their farms in a sustainable and effective manner (BASF 2016). They view the integration of 
Maglis as a way of reinforcing their goal of providing effective 
crop protection solutions. The Senior Vice President of BASF 
Crop Protection North America states that ‘farmers are 
collecting a lot of data’, and that ‘[t]hey want help in how to put 
that information to use’ (Paul Rea 2016). One of the aims of 
BASF is to provide farmers with answers far quicker than 
previously. Innovation Specialist, Neil Doherty, states that he 
was unable to get to a customer’s farm to provide guidance, but 
with remotely-accessible tools such as Maglis, help can be 
provided before incidents occur (Vogt 2016).  
 

One of the primary motivations for using SIS technology for BASF is the ability to make the 
farmer’s life easier, more productive, and to save costs (Interviewee 2). BASF wants to incorporate 
its sustainability paradigm through the use of Maglis technology. It allows farmers to identify their 
carbon footprint, their impact on biodiversity, and the environmental impact of their activities. 
Essentially, through Maglis BASF hopes to improve farming, not by increasing fertilizer use, but by 
more intelligent farming decisions and practices (Interviewee 1). There needs to be an investment in 
knowledge and the use of farm management software is one way that this can be optimized 
(Interviewee 1). 

The Farm Navigator of Maglis is available on the web and can be used with most modern 
internet browsers and is available on Android and iOS tablet applications. However, there are no 
MAC versions available at present. Maglis is available free-of-charge and anyone with an internet 
connection can download the software (BASF 2016). Hence, it could potentially offer valuable 
services to farmers around the world, something too costly if done by sending trainers to these 
locations. However, it is hoped that the service can be charged for in the future.  
 

3.3. Potential Technical Challenges of Using SIS for BASF 

All three interviewees emphasized that Maglis is still in its very early stages of development. Their 
goal is to effectively communicate a wide range of recommendations to farmers. The sustainability 
component of the project was envisioned through a wish-list of what they would like the system to 
do and requirements that should be programmed into it. There is the hope that by mid-2019 users in 
Europe and Canada will be able to see:  
 

‘the fully-fledged indicator systems for sustainability, presented in a nice way’ 
(Interviewee 2).  

 
The Maglis service is supervised by human beings, carrying out regular analysis of the 

recommendations that it proposes. All three interviewees stated that they were aware that 
algorithms may be fallible. There is a wide array of disparities with variables that measure weather, 
soil and plant disease. These variants can cause a lot of difficulties for artificial intelligence 
algorithms (Bunge 2017). Despite the impressive data collection and analytic abilities of artificial 
intelligence, there may be ‘critical data points―such as crop yield or the ultimate impact of a dry 
spell― [which] only emerge once per year’ (Bunge 2017). 
 

BASF have been providing 
technological solutions to 
farmers for over 100 years, 
and they view the data 
analytics service as the next 
logical step to help farmers.   
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The image recognition software to detect plant disease has to be effectively trained on a 
very large and growing repository of images. BASF have created an algorithm that can be very 
helpful, if the data repository is sufficient. So far, they have hundreds of thousands of plant images 
in the repository. Furthermore, the system is only as effective as the datasets that it is being trained 
on. If the system is not trained on a particular dataset, i.e. a banana leaf, then the system will not be 
able to effectively identify what that image is. However, if you 
ask an agronomist, they will be able to tell you straight away that 
it is a banana leaf. Therefore, tools such as Maglis will not 
replace agronomists anytime soon, as there will always be 
exceptions where the farmer needs human expertise as a result 
of the lack of intelligence of machine-learning tools. The 
Interviewee 3 stated that when there are issues with their SIS, it 
is the result of data quality issues or lack of data, and not 
necessarily the algorithms. The algorithms work effectively with 
the training data that they are provided with, if there is poor or lacking data, then you get poor 
results.  
 

Also, there are natural variations from country-to-country and region-to-region, such as 
differences in pest management, climatic conditions, and crop types. BASF is aware that Maglis 
cannot establish a one-size-fits-all approach for their project and changes their algorithms for 
different regions.  Another constraint lies in the actual labour power required to maintain many farm 
management systems, requiring a large department to work on it. Particularly, when it comes to 
ensuring the safety and security of the farmer’s data.  

 
Interviewee 1 said that recommendations to improve sustainability are dependent upon 

data availability and the ability to extract useful and meaningful information from this data. While 
there are interesting questions that would help their algorithms, farmers did not want to disclose 
certain pieces of information; for example:  

 
‘How much land do you dedicate to agri-environment schemes?’ (Interviewee 2).  
 
The focus of national sustainability discussions has also proved to make developing universal 

algorithms for all countries challenging because of their varying needs. For example, some countries 
like to talk about biodiversity, so it is incorporated into Maglis’ algorithms, whereas in other 
countries different sustainability parameters take precedence.  
 

3.4. Feedback from Stakeholders 

The Maglis team received some negative feedback about particular aspects of Maglis and changed 
those features accordingly. One of the main challenges was creating simple and effective user 
interfaces, and external companies and consultants were employed to assist. Traditionally, BASF has 
been a b-to-b company28, but Maglis differs in this approach because it can also be used by the end-
user. Maglis pays close attention to user needs and incorporates feedback and input from farmers 
into the dashboard’s functionality.  
 

Feedback on Maglis was obtained through focus groups and farmer associations. Maglis was 
not a ‘co-creation’, according to Interviewee 1; but farmers were heavily involved in improving the 
tool. He stated that one of the main objectives of the Maglis project was to be able to make the 

                                                           
28 Business to business company.  
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information provided to farmers accessible and understandable. Whether or not it would be 
successfully adopted and used depended on how effectively message were translated:  
 

‘We are nerds, we are geeks sitting here in an ivory tower and we like everyone to know all 
this stuff, but the real world is the world of the farmers, and we have to translate 
information in a way that farmers find this understandable and, to maybe [to] some extent, 
appealing’ (Interviewee 2).  

 
Because the platform is still in its infancy, the company is still working to identify how it has 

improved the lives of farmers and ways to improve it going forward.  
 

‘We start a pilot with a dedicated number of farmers, let’s say 20, 50, 100. With these 
farmers, we have intense interaction. ... We repeat that for every country. You could say, 
“We have done the Farm Navigator. We’ve done it in the United Kingdom, so we can start it 
in Germany directly.” No, we don’t do that’ (Interviewee 3).  

 
BASF are aware of the different needs and effects of Maglis on stakeholders, so they need to 

carefully design it for each region. The Maglis team have worked with many different weather 
companies, dashboard design consultants, and advisory boards to develop Maglis. The SIS is sent for 
external review to ensure that it is fit for purpose and functions according to their intent.  
 
Figure 5: Ethical issues identified from using SIS at BASF 

 

4. BASF: Ethical Issues from SIS Technology 

Throughout the three interviews conducted at BASF, and through desktop research conducted from 
the company’s website and a number of other sources, certain ethical issues were highlighted as a 
result of using SIS technology in BASF. These issues largely reflect those found in the literature, as 
above, highlighting a great deal of correlation between academic understanding of the issues with 
those working in industry as below.  

 

4.1. Accuracy of Data and Recommendations 

One of the problems that BASF encountered initially was that not all farmers had data available to 
be evaluated because of poor record-keeping. An issue related to the plant recognition technology 
used to identify plant disease was the inability of some farmers to take clear pictures of the plants. If 
the image data is unclear, it is extremely challenging for the image recognition algorithms to 
determine what plant it is.  
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Data retrieved from third-party weather companies may not be accurate, and micro-climatic 
conditions may occur in certain fields that are not represented in the algorithms. So, for instance, if 
the weather data being put into the plant growth algorithm is inaccurate, there may be 
discrepancies with the growth predictions. The Interviewee 3 in BASF stated that the problem 
usually lies with the accuracy of the data being inputted into the system, rather than the algorithms, 
if there are issues or discrepancies with the system. 
 

If the weather data retrieved from weather APIs is inaccurate, then it may lead to inaccurate 
growth projections in the Farm Navigator crop growth stage predictor. However, if these growth 
predictions are inaccurate because of misleading weather data, the farmer still has the ability to 
update the projections with what is happening in reality. For instance, if Maglis tells the farmer that 
his crop is at BBCH29 stage 32, but it is at stage 36, they can reset and recalibrate the system. The 
Interviewee 3 at BASF mentioned that they are aware that the SIS will not be perfect every time and 
they have considered methods to counteract these errors.  

 
Maglis gives prescriptive recommendations to the farmer, but if it gives inaccurate 

recommendations, who is held responsible or how is this problem resolved, is an important question 
for the project. When discussing potential issues with AI, Interviewee 1 gave the example of another 
project that BASF are working on, a robot that weeds and plants crops, their ecoRobotix project. In 
this example, Interviewee 1 stated that the worst thing that could happen is that crops are 
destroyed, but that because of the procedures set in place, error detection would either be straight 
away or within a day or two. Therefore,  

 
‘damage that such a robot can do in one day is nearly negligible’ (Interviewee 1).  

 
 While most of these SIS are in their early development stage, and their impact and effect is 
quite small, it is still an important concern for the company and they stated that they are taking 
these factors on board.  
 

4.2. Data Ownership and Intellectual Property 

Issues surrounding data ownership and intellectual property are very important within the use and 
implementation of SIS technology and the data retrieved to make these processes work. Therefore, 
the types of data retrieved is an important factor to identify. After discussing this with the 
Interviewee 3 at BASF, he mentioned that there are a number of different types of personal data 
retrieved from the farmer:  
 

‘we have his name, we have his email address, we have his phone number, mobile phone 
number if he gives it, we have his postal address if he gives it. The farmer is creating his farm, 
on Farm Navigator, at a certain location, so we have geo coordinates. The farmer is growing 
his fields, so we have – even – field locations’ (Interviewee 3).  

 

                                                           
29 BBCH is a scale used to identify the phenological development stages of plants.  
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The Interviewee 3 also mentioned that it is a top priority for the company to securely 
protect this data from misuse, hacking, and the misappropriation for economic or marketing 
purposes. He stated that the company does not use the individual farmer’s data to make 
comparisons between farms, and if this is done in the future, it would not be done without explicit 
informed consent from the farmers involved. The data are used for 
the benefit of the farmers, the improvement of the BASF 
algorithms, and the development of the BASF SIS technology.  

 
All three interviewees made it explicit that the farmer 

owns their own data and they can move to a different farm 
management system supplier, with that data, if they choose to. 
During the interviews, it became clear that there needs to be a 
symbiotic mutually beneficial relationship between the farmer and 
the agribusiness in order to procure data to improve SIS:  

 
‘we are convinced that people are willing to share data if they have a benefit from that’ 
(Interviewee 1).  
 
It is aimed to help improve the farmer’s yield, help sustain their business, and remove some 

of the costs from hiring agronomists. Using agronomists can be expensive, but the company is aware 
that their SIS would not replace the effectiveness of human input provided by agronomists. 
 

4.3 Economic Issues and the Digital Divide 

One of the key constraints in agriculture is the pressure being placed on farmers to produce more 
for less. There are great strains being placed on the farmer by large supermarket and food 
production companies to supply cheaper, more diverse, and quicker produce. Interviewee 1 noted 
that, the farmer does not have a great deal of bargaining power in this relationship. The hope of 
BASF is that tools like Maglis will enable the farmer to farm more effectively, thus alleviating some of 
the strains placed upon them. One key factor in the creation of Maglis was ensuring that it was 
affordable and easy to use for farmers, otherwise it would have been rejected in its implementation 
phase. 
 

As noted earlier, Maglis is available free-of-charge and anyone with an internet connection 
can download the software (BASF 2016). One of the beneficial and essential components of Maglis is 
that it opens up the possibility of providing free advice to many poorer nations unable to afford 
agronomic advice, helping sustainable agricultural development in LMICs. 
 

At the same time, if there were no economic incentive for the farmer, the software would be 
rejected. Therefore, there was a strong need to make the use of Maglis viable for the farmer. All 
three interviewees expressed the economic strains placed on farmers underpinned the success or 
failure of the SIS. If the system helps cope with the strain, it is more likely to be accepted.  
 

4.4. Privacy and Security 

The relationship between privacy and data security is a key concern for the company and it was clear 
that the two were very closely related, with the customer’s privacy being ensured by strong security 
measures. The BASF Interviewee 3 noted that data security was a very high priority for the company 
and that they develop the latest methods to ensure their system is secure: 
 

Data are used for the 
benefit of the farmers, the 
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algorithms, and the 
development of the BASF 
SIS technology.  
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‘Inside the system, passwords … are encrypted. For storing the data, the general mechanisms 
of SQL30 databases are used - also, for encrypting. The data is as secure as our system is, to 
prevent it being compromised by having an intruder there that can get his hands on the 
farmer’s data’ (Interviewee 3).  

 
In order to ensure that this data security is maximized, the company hires third-party 

organisations to test their systems and to coordinate attacks to find issues or problems. The Maglis 
team are aware of issues surrounding reverse engineering to access the algorithms in Maglis, so they 
put great emphasis into securing all of their platforms. If BASF’s servers are secure and Maglis is fully 
encrypted and secured, then there is little chance that farmers’ data will be breached, according to 
the interviewees. The Maglis project works within BASF’s code of ethics, so abides by BASF’s use of 
customer data and other regulations. Interviewee 1 emphasized that they aim to promote 
transparency and legitimacy within Maglis,  

 
‘to make sure that what we defend in public is what we want to see also within the company’ 
(Interviewee 1).  
 
One of these goals is the strong emphasis within the company on sustainability, putting a 

dedicated focus into ensuring that sustainability goals and parameters are implemented into the SIS.  
 

4.5. Environmental Protection  

There were no customer requests to have a sustainability component put into Maglis, but the 
company viewed it as an important factor to integrate within the SIS. Interviewee 1 pointed out that 
when the usefulness of Maglis was explained to farmers, and that it can be used to comply with 
different regulatory procedures, it was more widely accepted. Interviewee 1 said that the Maglis 
project is aligning sustainability certification schemes within it in order to help farmers meet these 
certifications. The sustainability criteria were developed from the European PEF (Product 
Environmental Footprint) and the company’s Life-cycle assessment (LCA) frameworks (European 
Commission 2018). However, Interviewee 1 is aware that countries will have different sustainability 
standards, so Maglis needs to account for these differences. 
 

The Maglis project was launched in Canada and focused on providing advice within a 
Canadian context. BASF were aware that the algorithms used for Canadian farmers could not be 
universally used for farmers everywhere. Different algorithms are required because of the varying 
climatic conditions, crop types, and needs of farmers worldwide. Interviewee 1 stated that 
sustainability needs are local and require different sustainability parameters and there was a trial-
and-error process in the beginning to fix bugs, as Maglis was a prototype. All three interviewees 
emphasized that this SIS was still in its early stages of development, but the company is working 
hard on resolving any issues that may arise. They are taking a fresh perspective in the industry by 
incorporating a sustainability component within their farm management system to anticipate future 
constraints placed on farmers, the environment, and society as a whole, in the future.  

 

4.6. Employment 

One element that emerged through the interviewees and less so through the literature research was 
employment. During the interviews, it became clear that farm management systems, like Maglis, 
would not replace the role of agronomists because the SIS technology is not advanced enough to 
account for a wide range of different variables and there are limitations within the technology itself. 

                                                           
30 Structured Query Language.  
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The SIS technology is intended to complement the human expert, rather than replace them. Farmers 
may also prefer receiving advice from human beings, rather than receiving it from an impersonal SIS 
technology. Some farmers enjoy and benefit from the discussion and articulation of farming needs 
and prefer using a human advisor to using a software tool, like Maglis. Furthermore, SIS technology 
is fallible and very often farmers trust the advice of a human agronomist over artificially-intelligent 
created prescriptions. Farmers still do not fully trust the recommendations given by AI tools, such as 
Maglis, so still rely on the input from agronomists.  
 
 

5. Conclusion 

Despite the SIS applications in the agricultural sector, there are still many social and ethical issues 
during the integration and use of SIS technologies on farms. This case study demonstrated how SIS is 
being used in the agricultural sector and the relationship between farmer and ATPs. The three 
interviews offered perspectives into the real-world application of farm management systems and 
touched upon a number of practical, economic, and ethical issues in the use of SIS.  
 

The ethical issues in the use of SIS in agriculture mapped onto those identified through the 
interviewees, with the exception of employment concerns. Issues of employment were not raised in 
the literature, despite being a widely discussed topic in the field of SIS. BASF state that their SIS will 
not hinder employment, as they are seen as compliments to agronomists, rather than replacing 
them. However, on the other hand, Maglis is offered free-of-charge, which reduces the costs farmers 
have to pay for agronomic consultancy, thus questioning the agronomist’s purpose if the technology 
improves in the future.  

 
The company also protects personal data stored about the farmer and acknowledges privacy 

concerns during the use and implementation of their SIS technology. In the case of Maglis, the 
farmer also retains ownership of their own data, which has been a huge concern in the literature.  

 
While great efforts are being placed into the development of SIS, there are still restrictions 

and limitations to its effectiveness for implementation, as a result of the changing requirements for 
different countries. The Maglis team are aware of this and do not intend to roll out a universal SIS, 
stating that it needs to be tailored to specific needs of each region it is developed. The integration of 
stakeholders throughout the process was commendable, but going forward, the incorporation of 
stakeholder input prior to the use of this SIS may be valuable for the company.  

 
The Maglis team are aware of the limitations of SIS and expressed the need to constantly 

develop their SIS modelling and improving their data quality. For instance, the plant image 
verification software will be trained more efficiently with larger image repositories, while the 
accuracy will be improved through training farmers to take better pictures. The company is also 
taking a very proactive approach towards sustainability agendas and issues, implementing 
sustainability parameters and advice to the farmer through Maglis.  

 

5.1. Limitations  

One of the main limitations of this report is that there were only three people interviewed from 
BASF. If it were possible to interview more people, from a wider diversity of roles on the project, it 
would have enriched the case study. Only one of the interviewees had hands-on experience with the 
technical side of the project (interviewee 2), the first interviewee’s sole focus was on the 
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sustainability aspects of Maglis, whereas, the third interviewee had a more managerial role, and was 
a little more guarded about some of the answers that he gave about the project.  
 

Maglis has only been effectively implemented in one country (Canada), and while it is being 
rolled out in a number of European countries, it is still in its very early stages of development. The 
Maglis team are still in the process of evaluating the effectiveness of SIS, so this proved to be a 
limiting factor in understanding its societal impact. Therefore, while we were able to discuss and 
address many of the issues that BASF face in their implementation of SIS, the case study could have 
been enriched if there were evaluations by the company to determine how it affected the Canadian 
farmers using it in a more empirical manner. 

 
In addition, the case study was limited by only analysing one agribusiness. While efforts 

were made to incorporate more organisations into the case study, the larger companies using SIS 
either did not reply or pulled out of the case study with no explanation. Smaller agricultural 
companies were identified, but upon discussions with different members from their companies, it 
was discovered that their technologies are quite primitive, and certainly could not classify as SIS. 
Therefore, it was concluded that they would be invalid to participate in a case study on this topic.  

 

5.2. Contribution to Knowledge 

There has been very little written about BASF’s role in the agricultural industry, as they are primarily 
a chemicals company, and even less about their use of SIS. This report provides valuable insights into 
their latest project Maglis and ethical considerations around its use. The analysis of Maglis 
contributes an empirical evaluation of agricultural SIS and how an agribusiness is responding to the 
ethical implementations of such technologies, such as concerns around privacy, security, accuracy of 
algorithms, accuracy of data, and employment.  
 

Overall, the Maglis project is in its early stages of development, but there were still strong 
correlations between academic and practical issues regarding agricultural SIS, with many of the most 
pressing issues being identified in the interviews. While many of the ethical issues discussed have 
been analysed within academia in other applications of SIS, they have rarely been discussed in an 
agricultural context. 

 
This report provides an effective literature review of the area and an original empirical 

evaluation of a large agribusiness using and implementing agricultural SIS. It provides a valuable 
contribution of knowledge to the discipline of Big Data/AI ethics, while also contributing to empirical 
research on the implementation of SIS technologies within the agricultural sector. It offers the areas 
of agricultural ethics, SIS theory, and the burgeoning topic of agricultural SIS, insights into ethical 
issues related to the use and implementation of SIS in the agricultural industry. 
 

5.3. Implications of this Report 

This report will offer insights to agribusinesses on the ethical issues found in the use and 
implementation of SIS. While only one ATP business was interviewed, this still accounts for 25% of 
those developing SIS (BASF, Bayer/Monsanto, DuPont Pioneer, and John Deere). Some issues that 
need to be addressed when integrating agricultural SIS are: how will it develop and what types of 
data will be required and will the farmer will have to pay for this service in the future. These issues 
needs to be addressed and made explicit to the end-user for its successful ethical implementation.  

 
Another implication of this report is reinforcing the importance of identifying responsibility 

when SIS does not work as intended, or causes adverse effects as a result of its use. It was unclear if 



 

 
106 

there was an onus of responsibility on the company if negative effects occurred from using the 
technology. BASF should clarify in their terms of service and providing adequate informed consent to 
the farmer about this, and this should also be a prime concern for all agribusinesses implementing 
SIS on farms. This advice should apply to all agribusinesses working with SIS.  

 
There has only been a handful of policy documents created to tackle issues relating to 

agricultural data and the integration of SIS technology in this domain. There are very few policy 
guidelines and frameworks for the ethical use of SIS in agriculture, so this case study offers 
policymakers some insights into how agribusinesses tackle these issues in practice, namely, who 
owns farm data – the farmer or the agribusiness? BASF instil that the farmer is the owner of the 
data, which is in distinction from companies like Monsanto and DuPont Pioneer. 

 

5.4. Further Research 

While this report offers an extensive literature review of the most pertinent ethical, social and legal 
issues of agricultural SIS, there may be additional matters that need to be evaluated in the future. 
This report evaluated a number of empirical studies conducted with farmers, the use of SIS 
technology, and their relationships with ATPs, but further empirical research in these areas would 
provide valuable insights and contributions to the domain. Furthermore, the field would also greatly 
benefit from additional case studies with the other three ATPs in this area (Bayer/Monsanto, DuPont 
Pioneer, and John Deere).  
 

While this case study covered BASF’s integration of SIS technology, the ethical issues 
pertinent within the other three ATPs may be quite different from those found in this report. It 
would be interesting to have these additional case studies available at some stage in the future to 
cross-examine the varying styles, implementations, and usages of SIS technology by different ATPs. 
Additional case studies are required to evaluate the differences between the use and 
implementation of agricultural SIS in North American (DuPont Pioneer, John Deere, and Monsanto), 
contrasted with European (BASF and Bayer) implementation of SIS would also offer some great 
insights into the field. It would also be highly interesting to see what agricultural ethicists and those 
working in lobbies opposing unethical actions of large agribusinesses, would say about the 
development of agricultural data analytics. 
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Executive Summary 

By 2030, the population living in cities will increase by an additional 1.5 billion people, placing a great 
strain on resources, infrastructure, jobs and healthcare (UN 2018). It has become clear that to combat 
this change, a number of creative approaches need to be put in place to ensure the sustainable growth 
of cities - one such approach being the ‘smart city’ (UN 2018). Due to the relative infancy of smart 
cities, and the diversity of approaches and implementations of smart information systems (Big Data 
and AI), many of the ethical challenges are still being defined.  

One of the reasons behind this challenge is a result of the varying smart information systems 
(SIS) being used in different urban contexts. This case study hope so unpack some of these ethical 
challenges by looking at four different applications of SIS being deployed in large European cities: a 
citizens’ complaints AI (Amsterdam), a parking permit chat-bot (Helsinki), a platform for data 
exchange (Copenhagen), and a project with an open-source algorithm (Hamburg). Upon first glance 
these technologies seem very disparate, but they all factor into the equation of what goes into making 
a smart city, ‘smart’.  

What quickly became clear was that smart cities are in their infancy, which meant that 
availability and accuracy of data remains an issue in a large majority of the cases. In terms of the 
accuracy of recommendations – due to the early stages of smart city implementation, many projects 
remain wary of expanding the usage of SIS, due to potentially unforeseen issues and are proceeding 
cautiously.  

Data was once previously espoused as a ‘cure-all’ in the urban planning and business worlds 
has been debunked and has taken on a new role as a less-offensive and potentially helpful tool for 
citizens and planners alike to regain control and access of information within their respective cities. 
Consent, transparency and data ownership featured as prominent ethical considerations in all cases, 
especially the focus on citizens regaining control over their own data. It remained a point of contention 
to whom the data would belong – with an overall consensus that data should remain the property of 
the citizen or municipality and not necessarily that of private companies.  

Collaboration is at the heart of a successful Smart City. Many of the projects utilised a 
collaborative public-private model to facilitate both the business development side and the citizen-
engagement sides of the Smart City. With differing degrees of success in the individual projects, this 
remained an important feature that experts believe continue to develop in tandem with smart city 
projects. A bottom-up approach is clearly the most effective way to ensure that a smart city works 
and is used by citizens. 

‘ At the end of the day (you want to ensure) they use it rather than you have a dull city...which 
is full of technology, but no one wants to live there and it’s maybe not useable because the 
people don’t understand it’ (Interviewee 3, MySmartLife) 

Overall, this case study offers valuable insights into the development of smart cities in a 
European context, the use and implementation of SIS in urban environments, and what kind of ethical 
issues are evaluated in the literature and how they contrast and diverge from those faced by 
professionals in practice. It is hoped that this case study will offer practitioners, policymakers, smart 
city organisations, and private ICT companies, some interesting observations about ethically-
responsible approached towards SIS implantation in smart city projects.  
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Smart Cities and SIS: An Ethical Analysis  

In 2015, the UN General Assembly established 17 key sustainable development goals to aim towards 
by the year 2030. These range from eliminating poverty, to providing universal education, gender 
equality, and climate action. Goal 11 strives towards achieving sustainable cities and communities 
because the population living in cities will increase by an additional 1.5 billion people by 2030 (totalling 
5 billion), which is set to place a strain on resources, infrastructure, jobs, and healthcare (United 
Nations 2018). The UN has established that we need to implement creative approaches to handle 
these changes. There is a need to reduce ecological harm, pollution, and injustice on the one hand; 
while increasing safe and affordable housing, improving infrastructure, and providing safe cities for 
people to live in (United Nations 2018). As a result, a number of approaches have been proposed to 
ensure sustainable cities, such as the ‘smart city’ concept.  

The smart city concept dates back to 2008 and ‘is marked by real-
time, interactive, and intelligent systems’ (Li, Cao, and Yao 2015, p. 2). 
A smart city ‘is one whose economy and governance is driven by 
innovation, creativity and entrepreneurship, enacted by smart people’ 
(Kitchin 2014, p. 2). There have been many different definitions of the 
smart city, but it is typically grounded on a drive towards technological 
innovation to improve the lives of city-dwellers. Emerging technologies, 
such as smart information systems (AI and Big Data), offer us the 
potential to create more sustainable cities (Kitchin 2013; Kitchin 2014). 
However, it is important that this is done in an ethical manner, which 
will be the focus of this case study.  

Throughout this case study, the primary research question will be: Which ethical issues arise in 
the use of SIS when striving towards smarter cities and how can these ethical issues be addressed? 
Answering this question will be achieved by reviewing some of the most pertinent issues within the 
literature and by conducting interviews with four organisations involved in the implementation of 
smart city technologies (Amsterdam CTO, Copenhagen Solution’s City Data Exchange, MySMARTLife 
project in Hamburg, and Helsinki municipality). The aim of this case study is to identify ethical issues 
in the literature and if they correspond to those faced by organisations in practice. The report has four 
main sections:  

 

Sections 1 and 2 focus on theoretical work and the literature within the field, while sections 3 
and 4 assess the organisations we interviewed between September and November 2018.  

A smart city is 
typically a city 
grounded on a 
drive towards 
technological 
innovation to 
improve the lives  
of city-dwellers.  
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1. The Use of SIS Technology in Smart Cities 

The definition of a smart city is often contested. IBM first coined the term in 2008 as referring to the 
integration of ‘smart’ technology within a city, either a pre-existing city or a newly created smart city, 
such as: Masdar near Abu Dhabi (developed by General Electric), Paredes in Portugal (developed by 
Microsoft), Dongtan in the Yangtze Delta (developed by Arup), and Songdo in South Korea (developed 
by Cisco) (Batty et al. 2012). 

One of the binding components within smart city definitions is that they place a strong emphasis 
on the adaptation and integration of technology within cities, revolutionising how they function in 
practice. However, while not all definitions of a smart city contain strict adherence to the widespread 
endorsement and incorporation of technological development, technology usually plays a strong role 
in most smart city definitions:  

The term Smart City is a broad term that refers to the smart management of the cities socio-economic 
and environmental capital through the use of Information and Communication Technologies. These 
technological solutions are said to be smart as they provide ways to enable social, cultural and urban 
development, improving social and political capacities and/or efficiency (Vázquez-Salceda et al. 2014, p. 
IS-7).  

The majority of academics, policymakers and individuals working on smart cities, discuss the 
fundamental role that technology will play in urban areas, particularly their widespread 
implementation and use of the Internet of Things (IoT), Artificial Intelligence, (AI), Big Data and 
Information and Communication Technology (ICT) infrastructure (Nigon et al. 2016). In an analysis of 
smart city literature, out of 125 different reports, 91% discussed how cutting-edge technologies and 
ICT were key factors; with AI being the most widely discussed technology (Rjab and Mellouli 2018). In 
smart city definitions, technology is applied to a wide number of applications: health, waste 
management, air quality monitoring, noise monitoring, transportation management, energy 
consumption, resident living environment, security, parking, lighting and infrastructure (Guo et al. 
2018; Zanella et al. 2017, p. 23). Overall, the use of technology in smart cities can be categorised into 
six domains: economy, people, governance, mobility, environment and living (Albino, Berardi, and 
Dangelico 2015; Kitchin 2015b; Voda and Radu 2018, p. 111). 

Figure 1: Use of technology in smart cities 

 

Many claim that technology is an overriding ‘meta-factor’ that is intertwined and engrained in 
all of the domains of a smart city due to the use of a wide array of different technologies to retrieve 
vast amounts of data from a city and its citizens (Chourabi et al. 2012). Some of the technologies used 

Economy People Governance Mobility

Environment Living
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to retrieve data are digital cameras, sensors, transponders31, GPS32, kiosks, meters, personal devices, 
appliances, social networks, and machine-readable objects (Kitchin 2013, Kitchin 2016b). These 
technologies are used to monitor activity in the city by way of traffic lights, traffic speeds and traffic 
flows, criminal activity, movement of pedestrians, number plates, media access control (MAC) 
addresses, faces and gaits, transport meter readings, energy usage, and environmental pollution 
(Kitchin 2015a, p. 4).  

Retrieving this data from such an array of sources requires input from a wide array of 
stakeholders. These stakeholders include utility companies, transport providers, mobile phone 
operators, travel and accommodation websites, social media sites, crowdsourcing and citizen science, 
governmental bodies, financial institutions and retail chains, private surveillance and security firms, 
emergency services, and entertainment systems (Kitchin 2016b, p. 2).  

While the range of stakeholders providing data is vast, the number of companies using and 
implementing this data in smart city projects is restricted to a few big ICT companies namely General 
Electric, IBM, Cisco Systems, Siemens AG, Microsoft, Oracle, SAP, Intel, Arup, Alcatel, Hitachi, Fujitsu, 
and NEC (Albino, Berardi, and Dangelico 2015; Batty et al. 2012; Hollands 2015; Kitchin, Lauriault, and 
McArdle 2015; Sholla, Naaz, and Chishti 2017).  

These companies are proposing ambitious plans for cities adopting their SIS technology, but it 
is important to identify the challenges and issues that may arise when implementing these 
technologies to ensure that the applications are ethically sound.  

2. Ethical Issues of Using SIS in Smart Cities 

Discussing and questioning ethical issues in the application of Smart City SIS technology remains an 
underdeveloped area of research. While many academics have analysed the conceptual idea of a 
smart city, few of them concentrate on the use and implementation of SIS technology within the smart 
city paradigm. Even the journal Smart Cities carried few relevant articles on SIS implementation.  
 

To overcome this lack of immediate academic information, keyword searches were conducted, 
using multiple different variations for relevant articles for this case study, through a number of 
bibliographical databases: Google Scholar, ScienceDirect, Web of Science and Scopus. This provided a 
wide diversity of articles for this report. Their analysis showed the ethical issues fall broadly into four 
categories, which are presented below.  

2.1. Conflicts of Interests and Bias 

Major projects can be built bottom-up or top-down. Responsible innovation (Owen et al 2013) favours 
the inclusion of all relevant stakeholders in the development of major innovative projects such as 
smart cities. However, it is claimed in the literature that smart city ideologies are laden with neoliberal 
agendas whilst being packaged as socially just, inclusionary and sustainable projects (Kitchin 2014; 
Kitchin 2015b). This indicates that a top-down approach is prevalent. Smart cities, SIS and algorithmic 
governance have the potential to prioritise vested interests and values, benefiting corporations and 
state bodies, rather than citizens (Cardullo and Kitchin 2017; Kitchin 2016a).  

Many smart city initiatives are devised by SIS technology corporations and city governments,  
disregarding civic participation and civic input (Foth 2017; Hollands 2015). As a result of the huge push 
towards technological advancements, this may lead to an overemphasis on the ‘the smart’, much to 
the detriment of ‘the city’ (Galdon-Clavell 2013, p. 718). Smart city initiatives may place a greater 
                                                           
31 A device for receiving a radio signal.  
32 Global Positioning System (GPS), a satellite-based radio-navigation system.  
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emphasis on technical fixes, instead of implementing political and social solutions to try to tackle 
urban issues (Kitchin 2015a, p. 9).  

There are also many corporations using the smart city template as a test-bed for new 
technologies to sell their products (Kitchin 2015a, p. 9). However, due to the top-down nature of their 
invested interests, there is the concern that the involvement of third-party companies will have a 
detrimental effect on the organisation, decision-making and management of cities. Corporations are 
providing advice, guidance and implementing technologies within cities, and this may not be done 
impartially or in the best interests of the city (Kitchin et al. 2017). For example, IBM Smart City Index 
initiates different ranking methods to measure smart cities’ development. This Index demonstrates a 
conflict of interests since companies like IBM are currently selling SIS to cities while also ranking 
competing cities based on their index. 

The technology drive behind the smart city philosophy may be seen as the best, or only 
solution, to create sustainable urban environments. However, it does not consider the diversity and 
range of city habitats (Kitchin 2016a), which require equally diverse solutions. Advocating for the 
widespread adoption of smart city SIS may lead to the view of cities as homogenously interchangeable 
(O’Grady and O’Hare 2012, p. 1581). Smart city initiatives treat cities as though they are devoid of 
historical, spatial and cultural significance; ‘treating cities as if they are all alike in terms of their 
political economy, culture, and governance’ (Kitchin 2015a, p. 9). Even ‘new’ smart cities are distinctly 
different from pre-existing smart cities, further reinforcing the discrepancy of a one-size-fits-all 
approach (Shelton, Zook, and Wiig 2015). As such, smart city SIS may lead to the wiping out of cities’ 
individuality and diversity (Foth 2017). 

Due to the invested interests and general top-down approach to Smart City, some authors 
request that smart cities need to incorporate citizens into the design, use and implementation of SIS 
to ensure they are meeting the needs of the community (Grey, Dyer, and Gleeson 2017, p. 48). 

2.2. Economic Pressure 

Most cities are far from reaching the desired benefits outlined in smart city agendas because they are 
still in the early stages of development (Kitchin 2016b). Therefore, it is presumptuous to imply that all 
cities adopting the smart city ideology, guided by SIS, will become successful. At the same time, 
monetary benefits are increasingly linked to efforts to become smart. Smart cities are being heralded 
as a pioneering and benchmarking initiative to strive towards. Cities will be ranked in terms of the 
‘smartness’ (i.e. SIS development) and in turn, will receive increases or decreases in their national 
investment, foreign direct investment, and tourist trade (Kitchin, Lauriault, and McArdle 2015, p. 25). 
Therefore, the use of smart city SIS technologies may ‘augment the cities competitiveness’ (Voda and 
Radu 2018, p. 110); while others argue that ‘AI is what makes a smart city ‘smart’’ (Srivastava, Bisht, 
and Narayan 2017). The use of SIS may allow cities to develop or else lose out on investment, 
development, and progress (Batty et al. 2012). 

2.3. Inequalities 

While there is a widespread promotion of SIS, there is concern that the technology may replace 
humans in many areas of the smart city (Munoz and Naqvi 2017, p. 7). Many people fear that SIS will 
replace customer service, driving, and factory jobs within the coming decade. In a recent 
Eurobarometer survey, 74% of people believed that there will be greater job losses than job creation 
as a result of robots and AI (Capgemini Consulting 2017). There are also a number of practical 
requisites to accommodate an AI smart city: physical infrastructure modifications; intellectual 
infrastructure; informational infrastructure; governance and regulatory; and socio-economic (Munoz 
and Naqvi 2017). Smart cities need an intellectual infrastructure to deploy SIS, becoming hubs for 
technological innovation and advancements, which may subsequently lead to a ‘brain-drain’ in rural 
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areas. The most educated and prosperous citizens will be located in cities, which could have a dramatic 
effect on the education, prosperity, and growth of rural areas. 

Despite the potential negative effects of smart cities, if they are used inappropriately or there 
are vested interests at stake, they also offer the possibility of great benefits to cities. However, there 
is still the potential that SIS will create digital divides and inequalities, despite these benefits. For 
example, wealthier areas within cities may develop quicker than poorer areas. SIS is largely aimed at 
middle-to-upper class individuals who want a more technologically-savvy city. They are often more 
concerned with efficient services and amenities, rather than social inequalities within their city (Kohli 
2014). Therefore, SIS may disadvantage poorer citizens within a city, because city officials are 
appealing to middle-to-upper class interests. Furthermore, poorer citizens may not be able to afford 
to use these technologies, even if they were available in their areas (Glasmeier and Christopherson 
2015, p. 10).  

With the introduction and development of smart city SIS, inequalities, power asymmetries 
and the wealth gap could become exacerbated. This could happen on several levels, from a global 
standpoint with the wealthier countries developing at a much quicker rate, to cities within a country 
or even to the local neighbourhoods becoming drastically different due to an increase in technology 
in one neighbourhood. Smart city projects may also further reinforce current power symmetries and 
inequalities between cities, rather than tackling them at their root (Kitchin 2015a, p. 9). Rich cities will 
be able to implement and use SIS technologies, increasing productivity by up to 40%, while poorer 
cities get left behind (Munoz and Naqvi 2017, p. 4). This will cause a divergence between cities that 
can afford to implement SIS and those that cannot. While SIS may bring positive change for cities, they 
may also exacerbate inequalities with a ‘digital divide’ between cities (Chourabi et al. 2012, p. 2291).  

 

Cameras Image, Pexels free stock photos 

3.4. Privacy 

There are many different concerns that arise when discussing privacy in the context of Smart cities, 
such as the use of technologies that track movement, technologies that scan bodies, and those that 
record and recognise audio. Due to these concerns, in order for citizens to accept SIS within public 
space of the city, privacy must be ensured (Bartoli et al. 2011).  

Body scanners, a technology that is largely being used in airports, could also be used in a 
number of different urban contexts. Body scanners are inherently intrusive; they scan individuals’ 
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bodies, revealing private aspects of oneself, such as medical conditions and appliances, body piercings, 
and prosthetics (Finn, Wright, and Friedewald 2013, pp. 11-12). Currently, most body scanners are 
controlled by humans; but the start-up Evolv, which is funded by Bill Gates, is testing the use of AI-
checking body scanners in cities (Harris 2016).  

Protection of one’s property and physical space and overall 
privacy is very important to individuals (Kitchin 2016c, p. 5). With the 
use of these intrusive technologies, the protection of individual’s 
privacy may become more difficult. SIS technology has recently 
proliferated and is now found in our vehicles, homes, and belongings. 
These technologies have become crucial for easy of public spaces, 
amenities, and services with apps being used for transit and services 
such as Google Maps being used regularly. With these daily SIS in 
mind, it becomes even more important that the data gathered in these 
‘private’ spaces does not fall into the wrong hands to be used in a 
malicious way.  

Since Smart cities are based on the collection and use of data through SIS technologies, 
safeguarding the data is crucial for the maintenance of the goal of a Smart City to benefit citizens. The 
benefits of using SIS to collect data within the Smart City context can be enormous – but the question 
remains as to who has access to this data and how to protect this data from a security breach.  For 
example, audio detection, voice recognition, electronic communication monitoring, recording and 
processing software can all be used to help safeguard the security of citizens in the case of a public 
issue (violence, theft etc.) The SIS technology has advanced rapidly, and Google has recently 
developed AI that can single out one voice from a crowd of people (Tung 2018). Similarly, DeepMind 
has been developing AI that can successfully lip-read what individuals are saying (Condliffe 2016). SIS 
such as these may safeguard smart city security, but they may also be used to infringe upon ordinary 
citizens’ communication privacy.  

Individuals may also want to ensure their privacy is protected in relation to their movement, 
purchases, transactions, and queries (Kitchin 2016c, p. 5). For example, individuals making queries 
about smart parking or smart bus services may have this data used to determine the patterns and 
habits of the user (Martínez-Ballesté, Pérez-Martínez, and Solanas 2013). Again, this kind of data can 
improve the accuracy and effectiveness of a service or in the wrong hands promote malicious intent 
or be used for commercial purposes (such as targeted advertising).  

After evaluation the ethical issues in the literature on the use of SIS in smart cities, we can 
identify a wide number of concerns that need to be addressed. However, it is unclear if these issues 
are being identified and addressed in practice on smart city projects. The following sections will 
evaluate four organisations working on smart city projects to determine if the ethical issues found in 
the literature correlate with those in real-life examples. We chose these four projects because they 
cover a wide array of areas within smart city SIS implementation, such as: how do private companies 
see their involvement in these projects (MySMARTLife interviewee), ethical issues around the 
exchange of Big Data between private and public organisations (City Data Exchange), how to 
implement AI for the benefit of the public in an ethical manner (Helsinki municipality), and how can 
municipalities develop their own SIS and team to integrate it (Amsterdam). The case study also uses 
four advanced smart city projects to demonstrate how North European cities are implementing SIS in 
practice (Amsterdam, Helsinki, Copenhagen, and Hamburg).  

 

A respect of 
privacy is crucial 
for citizens to 
accept SIS in 
their public 
space.  
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3. A Case Study: Four Organisations Using Smart City SIS 

This section will focus on four organisations using SIS technology within city contexts. The 
organisations that collaborated with us provide a good diversity of viewpoints about the use and 
implementation of SIS technology in Europe since they are working in different cities with different 
technological projects and platforms.  

When we undertook our background research about smart cities in Europe, we found that a 
lot of the smaller cities and the organisations involved in these projects were approaching them 
theoretically, or else the integration of smart city technology was in its infancy stage, making it 
difficult to find appropriate projects to analyse. We wanted to interview organisations advanced in 
their development of smart city SIS technology, covering four major European cities (Amsterdam, 
Copenhagen, Hamburg, and Helsinki). Three of the organisations (Netherlands, Denmark, Finland) 
involved in our case study are within the top four rankings of the most advanced digital economies 
in the EU (European Commission 2018). 

We conducted interviews with four individuals between September - November 2018. 
Before conducting these interviews, we compiled background research on the organisations and 
their use of smart city technologies. This information was retrieved from the organisations’ website, 
policy documents, and newspaper articles on the projects. During the interviews, we discussed their 
involvement with SIS and if ethical issues became apparent in the process. We analysed the 
interviews using a qualitative analysis software tool (NVIVO) in order to understand, define, and 
assess the content of the interviews. In a two-day SHERPA consortium workshop, the group 
evaluated interviews from 11 case studies and established a wide range of different topics, nodes, 
and themes from our interviews. This allowed us to effectively analyse the initial interviews from this 
smart city case study. Where necessary, we completed follow-up interviews to elucidate areas that 
were not clear in the initial interview.  

3.1. Description of the Organisation(s) and Individual(s) 

The following section will detail the organisations, projects and technologies used to assist in giving 
context to the analysis.  

 

Amsterdam, photo, Pexels free stock photos 
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3.1.1. Amsterdam CTO 

Amsterdam municipality has attempted to take a proactive approach to the development of its city, 
initiating a number of ‘smart’, technological and innovative solutions for current problems. 
Amsterdam has been pioneering European smart city development, assisting over 80 smart city 
projects since 2009; collaborating with 250 tech stakeholders; receiving Europe’s Capital of 
Innovation prize in 2016; and being ranked 3rd in the Global Innovation Index 2017 (Brokaw 2016; 
Macpherson 2017).  

Amsterdam municipality aims to improve the city through six thematic areas: digital city; 
energy; mobility; circular city; government & education; and citizens & living (Roose 2015). One of 
the driving forces behind it is the Chief Technology Office (CTO), developing Big Data and AI projects 
to promote sustainability and citizen happiness. There are over fifty people employed in the CTO 
(Daalder 2018), and they work with Amsterdam municipality to encourage innovation through: ‘e-
health, circular economy, smart mobility, sharing economy, cooperation with start-ups and 
innovative procurement’ (Amsterdam Smart City 2018a).  

Interviewee 1 works for the CTO Innovation Team of the city of Amsterdam in an 
advisory/strategy role on how to incorporate AI to prepare the municipality for the future. She also 
works for the Public Tech programme,  

‘In which we investigate new technologies and what their impact is on society, on the 
organisation, on our citizens’ (Interviewee 1).  

 

Copenhagen, photo: Doris Schroeder 

3.1.2. Copenhagen Solutions (City Data Exchange) 

The City Data Exchange was a collaborative project between three organisations: The Municipality of 
Copenhagen, the Council Region of Copenhagen, and Hitachi. The project began in 2013 from public 
investment and ran for 5 years (concluding in 2017). The purpose of the project was to examine the 
possibilities of ‘creating a marketplace for the exchange of data between public and private 
organizations’, and was seen as a way to test the ‘readiness of the market to deliver new data-
sharing solutions’ (Municipality of Copenhagen and Capital Region 2018, p. 2).  

The technical platform is an IT solution for displaying, selling and purchasing data. It includes 
the ability to upload datasets for sale, to identify relevant datasets based on a series of criteria, to 
see metadata, to sample data and to purchase datasets. The data portal is ‘open’ and all data is 
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aggregated and made anonymous. The interviewee, Interviewee 2, is responsible for the technical 
and data challenges at Copenhagen Solutions Lab and works for Copenhagen Municipality’s open 
data platform, and for the city’s share in the national open data platform, opendata.dk (Copenhagen 
Solutions Lab 2018).  

3.1.3. Deutsche Telekom (MySMARTLife) 

Deutsche Telekom is a leading German telecommunications company, with 168 million mobile 
customers, 28 million fixed-network lines and 19 million broadband lines worldwide (Deutsche 
Telekom 2018). It is present in over 50 countries, with 216,000 employees and it generated € 74.9 
billion in 2017. The company also offers business-to-business services, with their own division T-
Systems accounting for over 38,000 employees in 20 countries worldwide. T-Systems is involved in 
transforming cloud-based services, integrating innovative projects for business, through data 
analytics, IoT, and machine-learning techniques  (Deutsche Telekom 2018). Deutsche Telekom is also 
implementing many of these practices in smart city projects throughout Europe, and our interviewee 
3 is involved in many of these.  

Interviewee 3 participates in various smart city working groups like Digital Gipfel, Bitkom and 
is co-chair of the DIN Smart City Standards Forum. He is involved in several European projects like 
rethink (www.rethink-project.eu) developing concepts for a decentralized communications 
architecture and a Smart City Application concept together with the City of München (Munich) and 
the EU H2020 Lighthouse Project "Grow Smarter". In 2012, he worked on the project "XIFI," the 
second part of the EU project series around "FIWARE". Since 2016 he has been the project lead for 
Deutsche Telekom at the EU Lighthouse project MySMARTLife (www.mysmartlife.eu), which was the 
focus of the interview. 

MySMARTLife began in 2016 and is a Smart City pilot project that includes three ‘lighthouse 
cities’: Hamburg, Helsinki and Nantes. MySMARTLife is funded under the EU’s Horizon 2020 research 
and innovation programme with 27 partners from 6 countries, ‘collaborating to make sustainable 
cities with smart people and a smart economy a reality’ (Interviewee 3).  

There are three zones of intervention where the project MySMARTLife will be implementing 
the project in the borough of Bergedorf in Hamburg, which we focused on during the interview. The 
‘integrated strategy’ comprises Zone 1, where more than 1,400 residential units will be built with 
smart controls and connection to a low-energy district heating and smart adaptive lighting for 
bicycle routes. Zone 2, ‘the retrofitting area’ – where Smart Heating Islands will be the main feature 
alongside a lamppost retrofit to be more environmentally efficient. Zone 3 is the mobility 
intervention using electric buses, e-cars, e-bikes and e-bus charging stations. This also includes a 
multi-modal mobility concept and innovative approaches like car-sharing e-community and parcel 
delivery system.  

 

Helsinki, Photo: Sava Marinkovic, free images 
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3.1.4. Helsinki Municipality 

Helsinki comprises 26 municipalities with 1.6 million inhabitants, generating over a third of Finland’s 
Gross Domestic Product (GDP). Helsinki’s location, harsh climates, and an ageing population means 
that the municipality is keen on innovative and pioneering ideas to advance and improve citizen 
welfare. A number of key technological and transformative projects to improve citizens’ lives have 
been developed, increasing sustainability while improving business and job creation. One of the 
notable examples of this was the creation of Helsinki Smart Region, which aims to promote smart 
activities within Helsinki, by incorporating ‘business, cities, public sector, research, education 
centres, start-ups and the citizen’, to create ‘sustainable mobility services, a healthy corporate 
environment, excellent living conditions’ (Helsinki Smart Region 2018a).  

 Finland holds the fourth largest GDP share of expenditure on R&D (UNESCO Institute for 
Statistics 2018); the country is one of the leading digital hubs and is ranked first for country’s global 
impact for global innovation; it is second in best global network readiness and fourth in terms of 
digital performance in the EU; while Helsinki is the fourth best start-up ecosystem in Europe 
(Helsinki Smart Region 2018b). One of the key areas of investment and development is AI and Big 
Data analytics. We interviewed Interviewee 4, who is the Chief Digital Officer within the Helsinki 
municipality. Interviewee 4 is involved in multiple visualisation projects integrating new technologies 
and works on projects analysing Big Data and AI, looking at how algorithms make decisions and are 
used within society, specifically their use in a Helsinki context.  

Table 1.1 – Interview details with four organisations 
Description Organisation 1 Organisation 2 Organisation 3 Organisation 4 

Organisation Amsterdam CTO City Data Exchange Deutsche 
Telekom 

Helsinki 
Municipality 

City Amsterdam Copenhagen Hamburg Helsinki 

Sector Public Public Private Public 

Name Interviewee 1 Interviewee 2 Interviewee 3 Interviewee 4 

Length 48 minutes  45 minutes plus 30 
min follow-up 

45 minutes plus 
30 min follow-up 

49 minutes  

3.2. Description of SIS Technologies Being Used 
This section will detail and describe which technologies by each company/project and the reasons 
for its implementation.  

3.2.1. Amsterdam CTO 

Interviewee 1, our interviewee, is involved in many projects, such as Signals (or Signalen in Dutch), 
which is a system for citizens to report their complaints or feedback about what is happening in their 
neighbourhood. For example, if a citizen sees a broken streetlight, garbage has not been collected, 
or there is a rat problem, they have the opportunity to report these incidences through an app or on 
the website. The innovation team use NLP (Natural Language Processing) to determine what citizens 
are saying in order to be able to help them quickly and effectively. Citizens can log their complaint 
anonymously or provide their name, telephone number, and additional information. These 
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complaints are then sent to the relevant departments, i.e. the police department or the waste 
management department. The SIS technology also identifies if multiple complaints come from the 
same person, or if multiple people make complaints about the same issue, in which case it is 
prioritised.  

Amsterdam CTO also has a chat-bot for the ‘I Amsterdam’ website called Goochem, which 
tells people about upcoming events in Amsterdam. The chat-bot is in Dutch, but there is the aim to 
develop it in English. Another project that Interviewee 1 is working on is determining asset 
management within the city through the use of panoramic images and image recognition AI. This SIS 
is used to evaluate panoramic images to determine if specific areas have traffic signs and if these 
match the records that the municipality have. It is in its early stages of development, but it is hoped 
that this technology will be used for a wide range of asset management in the city. They also have an 
open data website called City Data33, which has a wide range of different datasets available. It is an 
open platform which encourages citizen engagement with these datasets. 

3.2.2. Copenhagen Solutions (City Data Exchange) 

The primary motivation in the City Data Exchange was to create an innovative platform for the 
exchange of data. The goal for this exchange was to improve the quality of life for citizens and the 
business environment of the region, through a partnership with Hitachi. Hitachi provided a cloud-
based technology platform to exchange data between data brokers and companies requiring access 
to this data. Interviewee 2, our interviewee, explained that the platform was able to handle different 
kinds of data and was agnostic34 in terms of input and output. Pricing was set by the data suppliers 
or data publishers on a per download basis. Interviewee 2 indicated that it was not a particularly 
technologically savvy algorithm that was used, stating it as:  

‘input- presentation – output’ (Interviewee 2).   

He noted that it was an uncomplicated systems delivery platform. According to Interviewee 
2, the project had no ethical issues because it was a purely technical platform. He saw the project as 
a technical solution to a technical problem.  

‘From an ethics point of view, I feel that both the initial layout of the project and also the actual 
delivery was pretty straightforward and has no ethical impacts’ (Interviewee 2).  

                                                           
33 https://data.amsterdam.nl/#?mpb=topografie&mpz=11&mpv=52.3731081:4.8932945&pgn=home 
34 In the context of IT technology, ‘agnostic’ means something (e.g. a software, hardware, business process) 
that can be operated on various systems.  
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Image, MySMARTLife graphic from https://www.mysmartlife.eu/ 

3.2.3. Deutsche Telekom (MySMARTLife) 

Our interviewees’ work (Interviewee 3) centres on the 'digital transformation' aspects of a city and 
MySMARTLife focuses on designing new ways to shape the digital ecosystem of the city. According 
to the project plan, there are two phases of the project: the ‘doing phase’ and the ‘monitoring 
phase’, which will run until 2019. Part of the pilot project is a retrofit35 of mobility interventions, 
these will be completed by the end of 2019. Overall, MySMARTLife has three main levels of 
activities: “Inclusive Cities”, “Smart People” and “Smart Economy”. “Inclusive Cities” refers to 
offering a high quality of life to residents, “Smart People” refers to the citizen engagement in the 
city’s development. Smart Economy refers to the economic level aimed at increasing employment,  

‘attracting talents and providing goods and services according to the actual requirements’ 
(Interviewee 3).  

The project planned technological solutions in connection with refurbishing buildings, 
utilising renewable technologies, clean transport and ICT solutions (MySMARTLife 2018a). 
Interviewee 3 describes the technology as agnostic, with regards to their cloud system. Regarding 
the used ICT system, based on OGC36 standard already used in Hamburg and the DT Smart City Lab 
approach using oneM2M, he described their approach as cloud agnostic & interoperable, avoiding a 
vendor lock-in often feared by cities and communities. A standardized ICT back-end (open urban 
platform) guarantees interoperability and sustainability in terms of availability. 

‘You can do it, you can program it yourself’ (Interviewee 3).  

There are two different methods of data collection being used, the first includes open data 
which is already being collected by the city of Hamburg through things such as electric mobility 
charging points. There is the aim that new data collected from ‘objects’ (i.e. smart street lights) will 
be integrated with existing data so that cities such as Hamburg can use this data to successfully 
govern their city. The project is doing this by ensuring that this data is usable. The purpose of the 

                                                           
35 The addition of new technologies to older systems.  
36 Open Geospatial Consortium is an international organisation that tries to ensure quality open standards for 
the geospatial community. 
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project is to integrate new data collected by way of street lights and mobility into existing data. The 
key motivations for this are to ensure sustainability in the energy sector, successfully implementing 
mobility goals, and improving traffic flow in cities. Interviewee 3 has worked on ensuring the 
platform’s interoperability as an open urban standardised platform. 

3.2.4. Helsinki Municipality 

In Spring 2018, a team of 15 – 20 people developed an agenda to utilize machine-learning 
techniques for better customer experience and citizen engagement. The Helsinki municipality 
realised that this is one way that they can digitalise the city and transform some of their currently 
existing services. One way that they are doing this is through the use of AI chat-bots that respond 
directly to citizens’ requests online. This service was developed initially to help the citizens of 
Helsinki to acquire parking permits but is hoped to be used and integrated for a wide array of 
different services in the future.  
 

The chat-bot was built using IBM Watson technology because that is the web portal that the 
city runs on, so it was the obvious choice for the municipality. Interviewee 4, our interviewee, said 
that they were open to input from organisations specializing in the chat-bot development, such as 
Accenture and Boost AI in Norway. The chat-bot uses SIS technology and learns through supervised 
learning methods, but it is still limited to type-recognition. While there are ambitions to develop the 
chat-bot to detect voice recognition, they aim to improve text-recognition before developing voice 
recognition.  

3.3. SIS Technologies Effectiveness During Use 

3.3.1. Amsterdam CTO 

Interviewee 1 mentioned that Amsterdam is starting an algorithmic auditing project with KPMG in 
November 2018 to look at the effectiveness of the algorithms that they use to determine if they are 
fit-for-purpose or if they need to change any aspects of them. The purpose of this auditing is to 
determine whether their SIS technologies are working effectively and to demonstrate the 
municipality’s emphasis on transparency and to receive a critical third-party analysis of their 
projects.  

‘So, the decisions that are made by the algorithm, do they represent the algorithm? And is it 
implemented in a way that is correct? Do we have control over it? Like, do we monitor the 
decision that it makes?’ (Interviewee 1).  

Interviewee 1 mentioned that there are interaction and collaboration between computer 
scientists creating algorithms and those working in the policy/legal division of the municipality to 
ensure that their algorithms abide by legislation. However, she was unsure if they continued 
collaboration with the policy/legal division after this period.  

3.3.2. Copenhagen Solutions (City Data Exchange) 

One of the expected impacts of the City Data Exchange project was to improve innovation in the 
region by creating a platform to facilitate data exchange. However, during the project, several 
problems became evident. The first was that each individual company had very different needs and 
expectations of the actual information derived from the data. The data requested was very specific 
and very expensive to deliver to a single customer. Throughout the project, the developers 
attempted to find ways to bundle the demands for data, but it was difficult to find a one-size-fits-all 
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solution. Unfortunately, there were quite a number of transactions - alluding to the failure of the 
platform as an intended marketplace. The main reason for this was due to the  

‘organisations having to both find the publishers or the suppliers and the customers’ 
(Interviewee 2).  

This was a major impediment to the effectiveness of the platform. The platform was 
espoused as being able to handle a lot of different kinds of data, but sometimes there were tensions 
between the demands of the customers and the intended use of the platform:  

‘They (the companies using the platform) needed a specific supplier for their specific 
problem’ (Interviewee 2).  

The data that was most interesting for the buyers (people movement patterns) was one of 
the most difficult to acquire. The idea of a general platform of data exchange was ineffective and on 
reflection Interviewee 2 noted that if revisited the platform would only be a specific platform based 
on specific-use cases rather than a general platform. He noted that a more effective approach 
should be based on general traits from the specific-use cases:  

‘Public innovation should be built on experience and not expectations’ (Interviewee 2).   

3.3.3. Deutsche Telekom (MySMARTLife) 

Due to the project’s ongoing nature, the technology appears to be 
working as intended. Interviewee 3 maintains that the technology is 
relatively simple and at this stage there was nothing to report back in 
terms of effectiveness. This is something that could be revisited at a later 
stage once the project has culminated, if the opportunity arose.  

Image from 
https://www.mysmartlife.eu/ 

3.3.4. Helsinki Municipality 

Interviewee 4 raised the point that they are aware that they need to identify ways to integrate these 
new technologies and platforms within their currently existing platforms, which may not always be 
straightforward. There is a need for better understanding of SIS technologies and how they function 
so that they can be incorporated into feasible and effective ways. Furthermore, the team that is 
using and integrating these technologies need to be aware of how they may potentially affect the 
relationship and dynamic of the team using them and for those that will interact with them. The use 
of AI is different from traditional ICT because  

 
‘it’s more dynamic, rather than static’ (Interviewee 4).  

 
However, he is aware of the limitations of the technology that they are using, that there are 

better chat-bots available on the market, so they are constantly looking for better options, solutions, 
and technologies to implement, within their budget constraints. He also noted that the chat-bot that 
they were integrating had difficulties that a lot of other chat-bots do not face, namely, trying to 
understand the Finnish language. While text-recognition technology has been developed for the 
Finnish language, it may not be as advanced as the technology available to recognize English. 
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3.4. Stakeholder Engagement 

3.4.1. Amsterdam CTO 

Interviewee 1 stated that the aim of a digital city, and understanding how AI technologies impact a 
city, were very important for the municipality. One way of understanding this is by receiving citizen 
feedback, which Amsterdam retrieves through a ‘Demo Thursday’, which allowed the municipality to 
discuss their SIS projects with the public:  

‘So, everyone that comes along is able to say something or ask stuff or try to think of better 
ways to work with the whole plan’ (Interviewee 1).  

Amsterdam Innovation Team places a great deal of importance on SIS that may have an 
effect on people and Interviewee 1 acknowledged that if they want to have  

‘an algorithm or if we want to apply machine learning for a really serious cause with really 
important decisions made by a machine then it should be so well investigated upfront 
because you can’t make any mistakes. Because you have all these people here to take care of 
and you don’t want to do something bad’ (Interviewee 1).  

She stated that most of the rules that civil servants follow is common sense and are already 
captured in the civil servant oath. Amsterdam municipality AI experts are aware of these and factor 
these principles into their projects. However, she is aware that sometimes there are ‘grey areas’, 
where it becomes a little unclear about the best course of action to take.  

3.4.2. Copenhagen Solutions (City Data Exchange) 

With the City Data Exchange, the stakeholders who were involved were largely the city of 
Copenhagen in collaboration with Hitachi (the platform provider).  In contrast to the other projects, 
the main goal of the project was not citizen engagement but rather that of bettering business in the 
region.  
                  Image: https://www.mysmartlife.eu/network 

3.4.3. Deutsche Telekom (MySMARTLife) 

Interviewee 3 stated that one of the grant requisites was citizen 
engagement, which was a big part of the project (MySMARTLife 2018b). 
Each city has a plan for how to discuss things with the people and for 
how to integrate them into the project. While he aims to incorporate 
citizen engagement within the projects, citizens were not engaged prior 
to the implementation of the project. He identified this as a ‘difficulty’ 
and the ‘weak spot of the project’ because professionals  

‘start from a technology perspective and they talk to the people rather than the other way 
around’ (Interviewee 3).  

He maintained that the majority of people will not understand the intricacies of the project 
and SIS technology, despite having very high expectations of the project:  

‘90 per cent of the people won’t understand you anymore because you are so deep in the 
subject’ (Interviewee 3).  
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He emphasizes that in order to include people in the discussion the topics need to be 
simplified. Some of the methods Hamburg is using to achieve this are the project office, the website, 
posters and a questionnaire. Citizen engagement is viewed by Interviewee 3 as integral to the 
project because  

‘at the end of the day they use it rather than you have a dull city...which is full of technology, 
but no one wants to live there and it's maybe not useable because the people don’t 
understand it’ (Interviewee 3).   

In order to do this, they aimed to support cities by integrating a range of different 
stakeholders in the projects. There are also industrial stakeholders in each pilot project. For 
Hamburg, the industrial stakeholders are VW and Deutsche Telekom. There are also regional 
partners, two universities and city companies as well as the city itself.  

3.4.4. Helsinki Municipality 

Helsinki municipality developed their chat-bots because they viewed them as good user interfaces 
for many of the services they provide, a tool that could increase access to information between the 
municipality and the citizen. Using chat-bots there are a number of ways that citizens can engage 
with the municipality about voicing their opinions about the use of SIS. For example, there are apps 
and the municipality website where they can lodge complaints or concerns about any issues they 
want to raise, and these requests are then sent to the relevant department or division.  

So, if they have any issues with the chat-bot, then those working on it will receive the 
concerns and feedback. In addition to accommodating citizens’ concerns about SIS, there is a need 
to have fully qualified individuals working in the municipality on SIS. Interviewee 4 indicated that the 
municipality is creating different relationships with specialists developing AI in the city; for example, 
it is being taught in Helsinki University, which has over 20 AI specialists in a range of different fields. 

 

4. Ethical Analysis of Smart Cities Using SIS 

As a result of the four interviews conducted with the organisations discussed in the previous section, 
a few important overlapping ethical issues became prevalent when implementing SIS technology in 
practice:  
 

 
The issues discussed in the interviews broadly reflect the same issues that are found in the 

smart city literature on the topic. There is a great deal of correlation and understanding of the most 
pressing ethical issues within the application of SIS technology in smart cities. While some projects 
had a greater concern for certain topics (i.e. Copenhagen and Helsinki had economic concerns), all 
shared an understanding of the importance of other ethical issues, such as privacy and data 
ownership. Overall, the organisations all wanted to achieve the best possible results in their 
respective projects and to use SIS to provide accurate recommendations and added benefit to 
society, as a result.  
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4.1. Accuracy of SIS and Bias 

Determining the accuracy of information and bias are both crucial components to the case study’s 
validity. Interviewee 4 said that the chat-bot is still in its early stages of implementation for car 
parking permits and they are aware that there will be teething issues in the process. They hope that 
within the next half year they will be able to develop scenarios and protocols for when the bot does 
not work as intended. So far, the SIS technology appears to be working quite effectively in the demo 
stages and the hope is that the chat-bot will be able to understand the intent of the customer to 
provide them with sufficient information about their requests. Once it has been implemented, there 
is a process to determine whether it is working effectively, and the customer has the ability to give 
feedback about their experience.  

Interviewee 4 also indicated that there were ways to effectively train their algorithms on 
useful data, such as calls logged from customers to the department, but was aware that this may 
invade privacy and violate the General Data Protection Regulation (GDPR). Therefore, they will look 
into the possibility of indicating to customers that their data would be used in this way and receive 
informed consent to do so. He indicated that all of the data would be anonymised and aggregated, 
so there would be no privacy violation of sensitive or personal information. He stated that there is a 
strong focus on having sufficient training for those working with machine-learning to ensure that 
they are aware of how it functions and to identify possible issues as a result of using it. Interviewee 4 
mentioned that the disadvantages or harmful effects of using the chat-bot are minimal in 
comparison to other applications of SIS. He stated that the worst that could happen is that the chat-
bot does not work effectively, then the customer can just use the traditional way of getting the 
parking permit. It would be a minimal inconvenience, but he is aware that if it is used for other 
services, it may create greater issues.  

This is very interesting because Interviewee 1 raised a similar concern about Amsterdam’s 
implementation of SIS. She states that they are still in the developmental stage and their system is 
being used in situations that will have minimal negative impacts on the lives of Amsterdam citizens, 
such as with the example of the panoramic images project. It is not really a big problem if the SIS is 
ineffective, as the only real issue is that they will not have accurate information about the traffic 
lights in the city to compare with their own data on traffic lights. However, one way that the 
department is combating potential issues with their SIS is by conducting external third-party 
algorithmic auditing from KPMG, in order to ensure they are working according to intent. This is to 
ensure that they work how they are supposed to and provide benefit to the people of Amsterdam. 

4.2. Availability and Accuracy of Data 

Interviewee 2 indicated that there were very few problems with the technical parts of the project 
but delivering results was not straightforward. The Copenhagen City Data Exchange was originally 
conceived as a general platform based on the idea that data is interchangeable, but in practice, the 
specificity of data-usage undermined this original idea:  

‘Talking about it as a general resource is obscuring the ability to provide value’ (Interviewee 
2).  

It was difficult to collect data from businesses because they were concerned it would affect 
their competitiveness. Interviewee 2 identified that the availability of data in itself was not sufficient 
for the creation of the marketplace due to the specificity of the needs from individual clients. He 
mentioned that if their platform had succeeded, it might have run into other issues, such as the data 
supplier with a valuable dataset may wanting some kind of control over how it is used.  
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Interviewee 3 noted that data availability is a fundamental requisite for the success of Smart 
City Projects, but in practice, this can be difficult. While Interviewee 4 also stated that data is very 
valuable nowadays and if algorithms have good training data they can work more optimally. He 
indicated that algorithms depend on the accuracy of data they are trained on, so there is a constant 
process of developing better procedures for acquiring and testing this data to ensure that it is fit-for-
purpose.  

Interviewee 4 hoped that the municipality will be able to retrieve and use their own training 
data for their algorithms, rather than relying on third-party vendors for this. While he was aware 
that they need to use vendors in a wide array of contexts for the successful integration of SIS 
technology, they do not want to become locked in by those organisations. The municipality wants to 
avoid dependence on third-party companies and is trying to create its own training data. This was a 
very interesting insight because Interviewee 2 also highlighted the fact that it was often difficult to 
retrieve data from private companies because they viewed the Copenhagen City Data Exchange 
platform as “parasitic” and of no benefit to them. Unless there was an identifiable benefit for the 
companies, they did not want to take part in the projects. However, Interviewee 3, who works for 
one of these private companies (Deutsche Telekom), indicated that they actually want to give 
control to the city. The city should  

‘own and reign over the data, not a company’ (Interviewee 3).  

Interviewee 3 stated that city officials should work with private partners for the responsible 
collection of data. It is important that cities work together with private companies to form an 
‘agreement’ for the purpose of data collection. Overall, this interaction between public-private was 
an interesting area of discussion with the interviewees and it appeared that the tensions were often 
underpinned by economic interests. 

4.3. Economics and Inequalities 

Interviewee 3 stated that smart cities are about collaboration between corporations and 
municipalities and not simply the sale of services according to a standard business model. He also 
mentioned that there are many issues to overcome, such as bureaucratic hurdles or negotiations 
with investors showing the difficulty of economics versus sustainability since renewable energy 
solutions are often not priced competitively - this complicates and slows down the projects he is 
involved in. In the City Data Exchange project, the city of Copenhagen and the council region of 
Copenhagen initially invested the funding into the project and hoped that Hitachi would develop the 
project further. In terms of Hitachi’s benefit from the project, Interviewee 2 mentioned that  

‘they won an offer and got some seed capital to start up the organisation and the project’ 
(Interviewee 2).  

According to Interviewee 2, Hitachi gained smart city acknowledgement and credit as a 
result. He stated that there was a tension between public and private entities within the project and 
indicated that public entities focus on providing value to citizens whereas this may have been a 
hindrance in the economic development of this project. One of the problems with Hitachi’s 
involvement was the limitation of public funding as  

‘it forced them to continue the project beyond what they would normally do’ (Interviewee 2).  

If the outcome were a Hitachi product, it probably would have been terminated earlier, as 
they would have prioritised their invested interest. It would have been deemed as too costly and 
loss-making to continue. This private sector response of ensuring profit can be contrasted with how 
public sector organisations may respond to the implementation of SIS. For example, Interviewee 4 
indicated that the Helsinki municipality has an obligation to ensure job security for its staff, 
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regardless of SIS efficiency. He stated that because it is the public sector, their jobs are protected, 
and if anything, the chat-bots are designed to take the strain off them and aid in their positions:  

‘they are training the software robot to handle more and more tasks, and I understand that 
it’s been very welcome; there are a lot of mundane, routine tasks that now can be given to 
the software robot, and it needs to be trained’ (Interviewee 4).  

The use of SIS technology within Helsinki municipality would not cause job losses, but rather 
reduce the workload of employees in the public sector. There is the aim to have more services 
automated:  

‘instead of people answering questions, a machine can answer the questions and actually 
handle the permits. So, save time and resources, and then to be able to allocate existing 
human resources into tasks that require more human attention’ (Interviewee 4).  

SIS will help municipality staff so that they are not restricted by time or workload 
constraints. Interviewee 4 also proposed that in the future, if they had access to more citizens’ data, 
it may allow the municipality to use other forms of SIS to intervene in circumstances where citizens 
risk falling into poverty. There is the possibility of helping them prevent this in advance, by using SIS 
and predictive algorithms. In addition to reducing inequality locally, some of the interviewees hoped 
that their projects could be used in other cities, as well. Interviewee 1 also stated that Amsterdam is 
working with other smart cities in their development of technology and innovative practices, both 
nationally and abroad. However, it is important that the transferral and use of data take privacy 
concerns into account.   

4.4. Privacy and Data Ownership 

Amsterdam is involved in a number of European projects, such as Decode, which unites a range of 
different stakeholders and smart cities to develop innovative ideas to progress their projects. One of 
the main focuses of this project is to allow citizens greater control over their personal data and to 
ensure their privacy.  

Interviewee 1 elaborated that this is a very important factor for all of her colleagues working 
on SIS in the city of Amsterdam – that people have control over their own data. It is a given that all 
of her colleagues work with privacy concerns in the back of their mind when using SIS. They also 
ensure that people cannot be traced using their SIS because they only analyse areas when they have 
a minimum number of people, whereby it is impossible to identify individuals amongst the group. 
Interviewee 1 stated that when they retrieve data from a certain area, they will always ensure that 
there it is a large number of people to ensure that their data is not traceable to a particular 
individual.  

In contrast to Amsterdam’s approach, Interviewee 2 claimed that personal data never ended 
up on their portal, so privacy was not an issue. They were GDPR compliant almost a year before the 
policy came into effect and they follow it strictly in order to fulfil its requirements. He also 
mentioned that they had an onus of responsibility to ensure that they were GDPR complaint. He 
stated that  

‘GDPR compliance was the responsibility of the suppliers, […] they signed an agreement in 
which they stated they would be GDPR compliant’ (Interviewee 2). 

Similarly, Interviewee 3’s MySMARTLife only dealt with data that has no  locational or 
personal aspects to it. The project only uses ‘object data’; for example, data retrieved from lamp 
posts and waste disposal machines.  
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‘The second level [personal data] is definitely coming but it will be and has to be handled in a 
different way this is a subject to be tackled as well and will have some more obstacles to be 
overcome’ (Interviewee 3).  

However, in the follow-up interview, Interviewee 3 clarified that if this data were obtained, 
there would be explicit consent from the individuals, and their data would be anonymised. While 
Helsinki’s chat-bot project retrieves the name, address, and vehicle registration number, from 
citizens looking for parking permits, Interviewee 4 indicated that the goal is that  

‘information would be stored in your citizen profile. And if you want, any time, you can log 
into your profile, see what data the city has about you, where it has been used, and you can 
give your consent to use it elsewhere, take it out, et cetera. But basically, you control it’ 
(Interviewee 4).  

There is a strong emphasis on the citizens owning and controlling their data and personal 
information and consenting to its use. Interviewee 4 states that it would be unethical for a state to 
use citizens’ data to intervene in their lives without their consent. However, it is also important to 
identify who has control over data in public-private smart city projects. For example, Interviewee 2 
mentioned that  

‘only Hitachi had control over the data once they were published on the portal’ (Interviewee 
2). 

Therefore, there is a need for transparency and involvement between partners in order to 
ensure a fair and equitable interaction within smart city projects. While private organisations may be 
best suited to control and manage SIS, there needs to be an understanding between partners and a 
strong degree of transparency in their relationship. 

4.5. Transparency and Trust 

In the City Data Exchange project, Interviewee 2 elaborated that transparency was not an issue in 
the City Data Exchange project because the systems and methods being used were very simple and 
the project did not try to conceal anything about how it functioned. While Interviewee 3 stated that 
there has to be a symbiotic relationship of trust between corporations, citizens and municipalities 
working on Smart City projects. He also mentioned the transparency law of the City of Hamburg, 
which requests by law that all city data is openly accessible and availability and this has been 
considered in MySMARTLife. 

Interviewee 3 also mentioned that there is a transparency law which necessitates that some 
of the data needs to be publicly available or officially provided on the website, for their project in 
Hamburg. Interviewee 4 also understands that incorporating SIS within city contexts requires a great 
deal of trust from citizens for these technologies to be adapted successfully:  

‘And it’s a very delicate trust issue’ (Interviewee 4).  

In the chat-bot project in Helsinki, they also aimed to be transparent to citizens, showing 
that they were not speaking with a human, but a bot:  

‘clearly explaining to people that, “You are now talking to a chat-bot”’ (Interviewee 4).  

Interviewee 1 also said that transparency and trust were important issues for Amsterdam 
municipality:  

‘you might want to make it transparent for all citizens’, and she hopes that ‘citizens trust our 
municipal as well as the city already’ (Interviewee 1).  
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Interviewee 1 claimed that those creating and using algorithms should be accountable for 
the choices that they make:  

‘So, it’s our duty then, our responsibility to make sure that the algorithms are working’ 
(Interviewee 1).  

5. Conclusion 

This case study has offered many insights into the development, use and implementation of SIS 
technologies within smart city contexts in order to uncover ethical and social issues throughout 
these approaches.  

We analysed four different organisations in order to retrieve an inclusive, varying look at 
how cities, semi-state bodies, and corporations develop and integrate SIS technologies in four major 
European cities (Amsterdam, Copenhagen, Hamburg, and Helsinki). The four interviewees were 
involved in varying projects, so we were interested to see if they had divergent concerns or if there 
were consistent overlapping ethical themes throughout. For instance, Interviewee 1 (Amsterdam) 
discussed her work on an Natural language processing (NLP) citizen complaint technology; 
Interviewee 2 (Copenhagen) spoke about sharing large datasets; Interviewee 3 (Hamburg) 
concentrated on an open standardized platform using smart energy and smart mobility solutions, 
and Interviewee 4 (Helsinki) discussed an AI customer-service chat-bot.  

The level of public-private discussion throughout the four interviews was also very 
interesting, with a wide range of different approaches throughout. Amsterdam is attempting to 
implement SIS independently from corporate involvement, as much as possible. The data-sharing 
project in Copenhagen hired Hitachi to assist them, and the project in Helsinki used IBM Watson in-
house but hoped to involve tech corporations in the future. While Interviewee 3 who is working on 
the project in Hamburg is employed by Deutsche Telekom, a large multinational German 
telecommunication provider. Throughout all four interviews, they highlighted the need to have a 
transparent relationship between public and private sectors in smart city development.  

The diversity of interviewees and projects allowed for a diverse and informative mix of 
approaches and viewpoints for our case study. All four interviewees identified a range of ethical 
issues pertaining to their particular projects, with a great deal of overlap and similar issues being 
faced throughout. There was a great deal of similarity between organisations, particularly in relation 
to their concern and protocol for dealing with privacy concerns; understanding of the importance of 
accurate available data; economic concerns with implementing SIS; and ensuring trust and 
transparency to the general public. However, interviewing four different organisations also created 
limitations for our case study.  

5.1. Limitations 

One of the main limitations of this case study is that it was based on only four interviewees from 
separate organisations. Each interviewee was very knowledgeable about SIS and their societal and 
ethical impacts, the case study would have been improved by additional interviews in each 
organisation. While it was interesting and useful to incorporate a wide diversity of SIS, organisations, 
and smart city projects, it was a limiting factor when comparing them.  

The case study focused on a few very specific applications of SIS within municipalities (chat-
bots, SIS research project, SIS complaints procedure, and Big Data sharing), making it impossible to 
establish broader deductions about SIS in smart cities, generally. Also, each organisation adopted 
divergent approaches to ethical issues because of the different types of SIS being used. One example 
of this is their approach to citizen engagement: Amsterdam actively pursues citizen focus groups, 
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MySMARTLife and the Helsinki project only integrate citizen feedback in the use stage, while 
Copenhagen had very little citizen engagement at all.  

An additional limitation resulted from discrepancies in relation to their concern about 
certain ethical issues, such as their reason for being concerned about transparency (interviewee 1 – 
obligation to citizens, interviewee 2 – it was a non-issue, interviewee 3 – obliged by Hamburg law, 
interviewee 4 – acceptability requires transparency). Therefore, it was difficult to form a cohesive 
understanding for broader assumptions about the implementation of transparency in smart city 
projects. Furthermore, all four projects were at different stages of development, making it difficult 
to compare their successes and failures. For example, Helsinki’s chat-bot and Amsterdam’s SIS 
project is in its early stages of development, while Hamburg’s MySMARTLife project is matured, and 
the Copenhagen project has ceased.  

A further limitation came from the knowledge and expertise of the interviewers. The 
interviews were evenly shared between two interviewers with different backgrounds and 
approaches. One interviewer is an ethicist and the second is a cultural anthropologist, which may 
have led to different focuses of the interviews, namely, a concentration on ethical issues or social 
dimensions, respectively. While both had interview experience, only the latter had a background in 
process of social science interviews. 

5.2. Contribution to Knowledge 

While there have been case studies on smart cities before, they have been few in number, mostly 
non-European cities, and with little focus on SIS (Bakıcı, Almirall, and Wareham 2013; Hielkema and 
Hongisto 2013; Lee and Gong Hancock 2012; and Mahizhnan 1999). This case study offers an 
innovative analysis of smart cities by analysing organisations not been discussed in the literature. 
This report provides fresh insights into the field of SIS in urban European contexts and how 
developers are approaching the ethical implementation of such technologies. While smart cities are 
discussed, evaluated, and critiqued within the field, there is rarely any detailed, specific analysis of 
the ethical implications of using SIS within smart city projects. This report offers theoretical value to 
the field of smart city knowledge, to urban SIS technology understandings, and to SIS ethics 
literature.  

The interviews contained elements that were not addressed, or at least were given minimal 
attention, in the literature on smart cities, such as transparency and trust. While these are popular 
topic within data circles, they were not explicitly discussed in any smart city SIS literature. This 
report will greatly contribute to the debate by providing insights from four smart city projects and 
how they approach the issue of trust and transparency, which will contribute to the literature on 
these topics.  

Another issue is that the literature deals with the smart city concept and how it impacts the 
meaning of the city, which are too broad for individual smart city projects. While the interviewees 
discussed most of the topics in the literature (such as privacy, transparency and trust), they did not 
draw out issues such as the digital divide between cities, countries, and rural areas. It became 
evident that there is a tension between theoretical concerns and those faced by people working ‘on-
the-ground’. The literature often concentrates on future-focused issues that may not even 
materialise, whereas smart city projects are more concerned with pragmatic tangible issues. 
Furthermore, it was shown that municipality SIS projects are primarily concerned with the impact of 
SIS on their citizens, rather than other groups within society.   
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5.3. Implications of this Report 

Smart cities are a new development (first coined in 2008), along with the integration of SIS in urban 
contexts, so it is important to understand what kind of implications this will have on citizens’ day-to-
day lives and society as a whole. So far, there has been little policy to regulate SIS use in smart city 
projects, so this report hopes to offer unique feedback for future policy developments. Therefore, 
the effects of using SIS within smart city projects have not yet materialised, because of their infancy. 
While all four projects emphasised that their technologies had minimal-to-no harmful effects on the 
lives of citizens, this is not to say that more disruptive technologies will not be advanced in the 
future, making it vital that smart city projects continue to integrate ethical principles and approaches 
to avoid potentially harmful impacts.  

As the case study gathered information from a variety of sources, conclusions from the 
comparison of these case studies can potentially be applied to other smart cities pilot projects. One 
such implication was the inclusion of citizen engagement in many of the projects – Amsterdam’s 
Demo Thursday, Helsinki’s apps for customers to lodge feedback, and Hamburg’s citizen 
engagement project mandate. Engaging citizens remains problematic for many projects but towards 
engaging citizens more in the smart city planning and execution processes, these projects 
demonstrate a positive move away from the corporate agenda towards a citizen-centred one.  

It should also be noted that across all of the projects the importance of privacy, trust, 
transparency and compliance to laws such as GDPR were paramount. Methods to maintain the 
privacy of data were: anonymized and aggregated Data (Helsinki and Hamburg), GDPR compliance 
on the part of those who deliver the data (Copenhagen). Applications of transparency became 
apparent through the chat-bot in Amsterdam, which explained clearly that it was a bot, and in 
Hamburg under the transparency law, but remained more abstract for the other projects. Trust, on 
the other hand, being subjective is ‘a very delicate issue’ (Interviewee 4) and although being an 
‘important issue’ has fewer concrete actions attached to it.  

In addition, our case study will have implications for policy development in the areas of 
ethical use of SIS in smart cities of the future. There has been very little guidance on how to 
effectively and ethically implement SIS in smart cities within policy frameworks and guidelines, 
particularly in a European context. While there are many more general guidelines relating to AI use, 
privacy protection, cybersecurity protocols, and so forth; there are few frameworks for 
municipalities to follow when adapting and pioneering SIS technology within their cities. However, 
this is not to say that additional case studies on the ethical use of SIS in smart cities will not find 
different issues and bring new perspectives to the debate.   

5.4. Further Research 

This case study has provided a literature review of some of the most important ethical and social 
issues within the field of smart city SIS technologies, it was also used as an overview to lend 
credence to our evaluations of the four organisations that we interviewed. There may be additional 
ethical issues within the literature, or that may arise in the coming years, that need to be evaluated 
and discussed. However, there is a distinct lack of empirical research done on smart cities, 
specifically analysing how they ethically use SIS technologies.  

There is a need for more case study reports on smart cities generally, and more specifically, 
on European-based projects and smart city projects heavily involved integrating SIS technology. It 
may also be interesting to conduct further research on the projects discussed in this report at a 
future date to examine their progress and if they were successfully implemented. Overall, this case 
study hopes to offer a fresh examination of this topic, laying the groundwork for further research to 
be done in this area.  
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Executive Summary 

This report presents a case study on the ethical issues that relate to the use of Smart 
Information Systems (SIS) in human brain research. The case study is based on the Human 
Brain Project (HBP) which is a European Union funded project. The project uses SIS to build a 
research infrastructure aimed at the advancement of neuroscience, medicine and computing. 
The case study was conducted to assess how the HBP recognises and deal with ethical 
concerns relating to the use of SIS in human brain research. In order to understanding some 
of the ethical implications of using SIS in human brain research, data was collected through a 
document review and three semi-structured interviews with participants from the HBP. The 
document review included an analysis of the literature on ethical issues with the use of SIS in 
human brain research, the project’s website and project deliverables.  

Results from the case study indicate that the main ethical concerns with the use of SIS in 
human brain research include privacy and confidentiality, security of personal data, 
discrimination that arises from bias and access to the SIS and their outcomes. Furthermore, 
there is an issue with the transparency of the processes that are involved in human brain 
research. In response to these issues, the HBP has put in place different mechanisms to ensure 
responsible research and innovation through a dedicated program. The dedicated program 
includes a Foresight Lab, Ethics Support, Ethics Rapporteur Programme, a Data Protection 
Officer, public engagement, Neuroethical reflection, Ethics Advisory Board and a Data 
Governance Working Group.   

This case study report is important because it provides lessons for the responsible 
implementation of SIS in research, including human brain research. The report acknowledges 
the ethical issues that relate to the use of SIS in human brain research and puts forward some 
of the mechanisms that could be employed by researchers and developers of SIS for research 
in addressing such issues.  

The report has some limitations regarding the range of the identified ethical issues.  Given the 
size of the HBP, it would be ideal if there could be a wider exploration of different views on 
the ethical issues across the multiple roles involved in different SIS platforms within the HBP. 
Such a limitation calls for a further study at a later stage of the project to get more 
perspectives. Nevertheless, the case study gives a starting point for reflecting on the ethical 
considerations of human brain research and SIS by revealing some of the current ethical 
issues. Thus, it lays a foundation for anticipating on future issues with the use of SIS in human 
brain research and how to address them.  
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1. Introduction 

Considerable research is undertaken on the use of innovative computer technologies in 
understanding the human brain (Goertzel et al., 2010; Shapshak, 2018). One example of such 
research is the Human Brain Project (HBP), a ten-year scientific research project that aims to 
build an ICT infrastructure for neuroscientific research. Various components of this large and 
complex project involve Artificial Intelligence (AI) and Big Data (Smart Information Systems - 
SIS). The HBP aims to build a collaborative ICT-based scientific research infrastructure to allow 
researchers across Europe to advance knowledge in the fields of neuroscience, computing, 
and brain-related medicine (Human Brain Project, 2018).  

In general, the use of such SIS raises ethical concerns relating to autonomy, trust, consent, 
identification, inclusion and digital divides, security, harm, misuse, and deception, to name 
just a few (Stahl and Wright, 2018). Drawing from the research in the HBP, this report presents 
an analysis of ethical issues arising from the use of SIS in human brain research. Using a case 
study of the HBP, it covers insights from the project to reinforce the comprehension of well-
known ethical issues and possibly those that are not well known. In so doing, the case study 
addresses the research question: how do organisations perceive ethical concerns related to 
SIS and in what ways do they deal with them? To address the research question, data was 
collected through a document review and semi-structured interviews with three participants 
from the HBP. The structure of the report is as follows: 

• Firstly, the report presents a review of the current use of SIS in human brain research 
focussing on the types of SIS technologies being used.  

• Secondly, the report highlights a range of ethical issues surrounding the use and 
implementation of SIS in human brain research that are drawn from the literature.  

• Thirdly, the report describes the HBP case. It outlines the SIS that are being used in 
the HBP and the aims of their use. Further, the report discusses the effectiveness of 
the SIS used in the HBP.  

• Fourthly, the report presents the ethical issues that arise when using SIS technologies 
in HBP. This is followed by a discussion of the mechanisms that are used in the HBP to 
recognise and address ethical issues.  

The report contributes to knowledge around the ethical use of SIS in human brain research. 
It also contributes to practice by looking at how SIS could be effectively and ethically 
implemented in human brain research. Thus, the report has implications on the formulation 
of policies to ensure that ethical and legal implementation of SIS in human brain research. 

2. The use of SIS in Human Brain Research  

Research on how the human brain functions has a long history. Humans have tried to 
understand what it is to remember, to reason and to know for a long time (Arbib, 1975). 
Today, this quest includes research to understand the human brain using computer 

https://en.wikipedia.org/wiki/Information_and_communications_technology
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technologies. The human brain is a complex organ. Due to its complexity, scientists are trying 
to use the capabilities of some advanced SIS to discover and develop systems that can 
advance knowledge in the fields of neuroscience, computing, and brain-related medicine. 
Research into the brain is partly motivated by the rise in brain diseases as people have longer 
lifespans, and at the same time have to adapt to an ever more complex society. These changes 
in society and life have provided new reasons to study the brain, and more scientists are now 
keen to research and develop technologies that can support brain research (Goertzel et al., 
2010).  

In view of that, there is ongoing research that uses science and technology based on a 
comprehensive understanding of the structure and behaviour of matter from the Nano-scale 
up to the most complex system yet discovered, the human brain (Shapshak, 2018). Part of 
that research has seen concentrated efforts to bring together information technology with 
new technologies based on cognitive science to understand how the brain functions. The 
benefits of such convergence have the potential to improve a better examination of biological 
intelligence and understand how the brain functions (Hassabis et al., 2017).  

The use of technologies such as SIS in human brain research has been going on for many years.  
Many studies have been conducted to develop technologies that help in delving deep into the 
functions of the brain and learn the principles that are fundamental to its design and 
operation (Huerta et al., 1993; Shepherd et al., 1998).Neuroinformatics37, which allows 
scientists to collect and organise huge volumes of data on the brain, has been a catalyst of a 
rise in the use of SIS in human brain research (Alexiou et al., 2013; INCF, 2018). The use of SIS 
in this regard is aimed at exposing correlations and other patterns in data and in extracting 
general organising principles. Examples of such use can be seen in initiatives such as the 
International Neuroinformatics Coordinating Facility (INCF)38, The Human Connectome 
Project39, and The Brain Research through Advancing Innovative Neurotechnologies (BRAIN) 
Initiative40.  

In most research initiatives on the human brain, there is use of new enabling technologies 
such as modern High-Performance Computing (HPC) and simulation-based science (Reger et 
al., 2000), which are now combined with Big Data analytics and AI to provide powerful SIS.  
Over the years the use of SIS in human brain research has progressed (Goertzel et al., 2010; 
Prieto et al., 2016; Reger et al., 2000), and recent advanced SIS systems have been used to 
model and simulate brain processes and thus reveal the complex chains of causation leading 
from cells and connections, to behaviour and cognition (Shapshak, 2018). 

With the use of SIS, brain simulations can organise data and knowledge to allow researchers 
to address the ultimate questions concerning the origins of cognition and behaviour. As SIS 
                                                           
37 A research field concerned with the manipulation of neuroscience data through the use of computational models and analytical tools.  
38 INCF, Advancing data reuse and reproducibility in global brain research.  https://www.incf.org/about 
39 The Human Connectome Project (HCP). http://www.humanconnectomeproject.org/about/ 
40 What is the brain initiative? https://www.braininitiative.nih.gov/ 
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advance, they will continue to be a key enabling technology for new approaches to brain 
research, and the knowledge that results from their use will promote a completely new class 
of information systems.  

At the heart of these new information systems is the influence of neuroscience on SIS. Using 
technologies such as neural networks and deep learning, SIS have been adopted to 
understand the functions of the brain. AI and Big Data have been revolutionised by 
remarkable advances in neural network or deep learning methods (LeCun et al., 2015; Prieto 
et al., 2016). Core to such an understanding are the insights that are cultivated from 
neuroscience. Neuroscience provides a rich source of inspiration for new types of algorithms 
and architectures, independent of and complementary to the mathematical and logic-based 
methods and ideas that have largely dominated traditional approaches to AI (Hassabis et al., 
2017). 

Although this sounds promising, there are ethical issues related to the use of SIS in human 
brain research. These are covered in the following section. 

 

3. Ethical Issues with SIS in Human Brain Research 

The use of SIS in human brain research raises several ethical issues. During background 
research into the ethical issues of using SIS in human brain research, a number of sources 
were used. These sources included journals such as IEEE Security Privacy, Neuron, and The 
Journal of Supercomputing. Also, insights were derived from Artificial Intelligence 
Applications and Innovations (AIAI) international conference proceedings to further 
understand the ethical issues with SIS technologies. In coming up with relevant literature, a 
broad search of keywords using different variations was conducted in databases such as 
Google Scholar and Scopus. After reviewing these articles, a number of ethical issues with 
respect to the use of SIS in brain research such as privacy, data ownership, accountability and 
trust were established.  
 

3.1 Privacy 

In brain research, SIS pose a risk of violating privacy through the actions and rules that define 
who has access to certain types of information. There is also a risk of discovering the data 
providers’ identity, or disclosure of sensitive information. For instance, there is wide use of 
global repositories that are populated by data, and protocols which are prone to the risk of 
intrinsic and consequential harm of the data owners or research participants (Stahl and 
Wright, 2018). The repositories contain data that could be re-identified to the primary source 
and violate their privacy. Although this is not straightforward, with advanced data aggregation 
and mining techniques, there is the possibility of re-identification of the data subjects 
(Rommelfanger et al., 2018). 
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3.2 Data ownership 

There is a possibility that the data that are being used for research could be commercialised 
and shared with third parties for other purposes.  This raises issues relating to data ownership 
and the intellectual property rights. Since human brain research involves massive 
unstructured data which is collected, stored and processed by the SIS used in the research, it 
involves complex ethical considerations because the big datasets may consist of a variety of 
intellectual properties, such as research results, copyrights, trademarks, and patents (Alexiou 
et al., 2013; Anagnostopoulos et al., 2016). The use of SIS in human brain research also raises 
the question of equitable access to the benefits of applications for the data subjects, such as 
patients, beyond the research itself (Rommelfanger et al., 2018).  
 

3.3 Trust and Accountability  

Another ethical issue relating to the use of SIS in brain research is that of trust and 
accountability. Trust of all the stakeholders in the use of SIS in brain research is important. 
There is a requirement of accountability that should be upheld by the researchers and other 
stakeholders, particularly when it comes to data manipulation, sharing, access to data, 
allocation of rights and ownership. Relatedly, the use of SIS also brings with it issues of 
algorithmic bias and the transparency of the decisions that are made by the artificial 
intelligence within the SIS (Stahl and Wright, 2018). In the case of human brain research, the 
use of Big Data poses ethical and policy-related issues concerning the governance and 
regulation of data content, access to and use of databases or datasets (Anagnostopoulos et 
al., 2016).  

 

So far, the report has indicated that the use of SIS in brain research is not a new thing. 
Advanced technologies such as SIS are used to conduct research relating to the brain, and the 
use of AI and big data open new capabilities in trying to understand how the brain functions. 
Moving on, the next section will describe HBP, which implements and uses SIS in human brain 
research. 

 

4. Human Brain Project: A Case of a project that uses SIS in Brain 
Research 

The Human Brain Project (HBP) is building a research infrastructure to help advance 
neuroscience, medicine and computing. The HBP is a 10-year project that is funded by the 
European Union, which began in 2013. The project directly employs more than 800 people in 
over 100 universities, teaching hospitals and research centres in 20 countries around the 
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globe. The HBP aims to develop an ICT infrastructure for neuroscience (Amunts et al., 2016). 
It is a cutting-edge SIS project in several ways. It uses massive amounts of neuroscientific data 
and AI for the generation of new insights into the brain, and is developing novel 
computational architectures based on neuroscience that may overcome some of the 
limitations of current AI.  

The HBP is structured around a unified agenda to gather and analyse data on the brain, derive 
organising principles and build brain models with as much biological detail as technically 
possible (Human Brain Project, 2018).  The HBP will use the advancement of brain science and 
medicine to accelerate our understanding of the brain and its diseases. Such models 
represent extreme applications that will shape the future of supercomputing and provide the 
technologies to create realistic simulations of life processes. Combined with high-level 
mathematical theories of brain function, the HBP uses SIS in its quest to build a new class of 
brain-like hardware devices and computer architectures that may result in the next 
generation of AI and data analytics. However, the use of SIS in the HBP has ethical implications 
and it is important to understand these. 

To understand some of the ethical issues with the use of SIS in human brain research, 
background research about the use of SIS in human brain research and its ethical implications 
was conducted. The results were presented above. Also, three interviews with members of 
the HBP were conducted to gain an in-depth understanding of their interactions with SIS and 
their views of the most fundamental ethical issues relating to the use of SIS in the project. The 
interviews were conducted between August and December 2018. 

The data collected were analysed using a thematic data analysis technique which was both 
deductive and inductive. The deductive themes were derived from the interview questions to 
begin the analysis process. Using Nvivo qualitative data analysis software, categories were 
established into different nodes during a two-day SHERPA consortium workshop. 
Consequently, inductive themes emerged from the interview transcripts to inform this case 
study report.  

 

4.1 Individuals Interviewed 

To get an in-depth understanding of the ethical issues related to the use of SIS in the HBP, 
three individuals were interviewed. The roles of the individuals interviewed ranged from 
ethics and data governance to the technical management of the SIS. For instance, one of the 
individuals was involved with cataloguing the ethical issues that could result from the use of 
algorithms and machine learning related analytical tools within the HBP. In summary, Table 1 
below shows the interviewees and their roles. 
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Interviewee Role in the HBP Date of Interview 

Interviewee 1 Ethic rapporteur 23.08.2018 

Interviewee 2 Ethics and data governance 02.10.2018 

Interviewee 3 Technical management 19.10.2018 

Table 1: Interviewee roles in HBP 

4.2 The SIS being used by the Human Brain Project  

The SIS being used in different parts of HBP involves, at a minimum, three dozen separate 
algorithms and machine learning techniques. These techniques are used in joint platforms 
that unify SIS tools to build complex data-driven brain models. The joint platforms involve 
neuro-robotic simulations and high-performance computing kernels to support brain 
simulations. These SIS are used in the project’s joint platforms including Neuro-informatics, 
Brain Simulation, High-Performance Analytics and Computing, Medical Informatics, 
Neuromorphic Computing, and Neurorobotics. These platforms are described in Table 2 
below. 
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Platform Description 

Neuroinformatics 
Platform 

The Neuroinformatics Platform involves collecting, organising and making available a range of brain data.  It 
provides services to search and access neuroscience data, data models and other resources through multi-level 
brain atlases. The platform manages curation process and data registration of different kinds of data from 
humans and images. 

Brain Simulation Platform The Brain Simulation Platform provides tools and models to facilitate the convergence between different 
modelling tasks. This supports a further understanding of brain structure and function. It is an accessible platform 
designed to reconstruct the brain through simulation, with a whole suite of software tools and workflows for 
collaborative brain research.  The platform allows researchers to simulate models of the brain at multiple levels 
on supercomputers. 

High-Performance 
Analytics and Computing 
Platform 

The High-Performance Analytics and Computing (HPAC) Platform builds, integrates and operates the hardware 
and software components of the project’s supercomputing, data and visualisation infrastructure, providing the 
necessary computing and storage resources for neuroscientific research. The HPAC has very high computational 
power to run large-scale simulation involving the large amounts of data produced. 

Medical Informatics 
Platform 

The Medical Informatics Platform (MIP) gives researchers the ability to access and analyse large amounts of 
clinical data. The data provide patterns which are used to develop new hypotheses about brain diseases. Also, 
the platform is used for developing an understanding of disease clusters and their signatures. Early achievements 
using the MIP include the identification of new subtypes of dementia and the first biological signatures for that 
disease, which allows a prognosis to be established before the onset of disease symptoms. 

Neuromorphic Computing 
Platform 

The idea behind the Neuromorphic Computing Platform is to make computers that use a similar architecture to 
that inspired by the human brain, which would make some computationally difficult energy-intensive tasks more 
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accessible (Interviewee 2). This involves a remotely accessible large-scale neuromorphic computing system. The 
computing systems are built from fast, energy-efficient devices that imitate the brain’s physical process. 

Neurorobotics Platform The Neurorobotics Platform involves virtual and real robots and environments for testing brain simulations. In 
the platform, its users can plan, run and evaluate neuroscience experiments that use a public online research 
interface that involves using virtual robots connected to simulated brains. 

 Table 2: A Summary of Platforms that use SIS in HBP 
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4.3 The aims of the HBP in using SIS  

4.3.1 Data manipulation 

Scientists require the support of enormous computing power and information systems that 
can manipulate the huge datasets that human brain research involves. As pointed out by 
Interviewee 2, part of the reason for the platforms’ existence in the HBP is to make a unified 
system that collects and builds complex data-driven brain models based on huge datasets.  
SIS are also used by neuroscientists to collect data, then develop brain models based on these 
data, and simulate these models (Amunts et al., 2016; Human Brain Project, 2018). 

4.3.2 Virtualisation 

SIS are used to develop virtual brain models which are used in real or simulated robot bodies. 
The Neurorobotics Platform gives any simulated brain model its virtual or real “body” and 
explores how it controls movement, reacts to stimuli, and learns in a virtual environment.  
According to Interviewee 3, the idea of some of the systems, such as the Neurorobotic 
Platform, is:  

“to have an accessible platform designed to reconstruct the brain through simulation 
involving simulating brain models with a whole suite of software tools and workflows 
for collaborative brain research.  The important thing about this is that it will allow, in 
theory, researchers to simulate models of the brain at multiple levels”.  

Also, the SIS are used to link a simulated brain to a robotic body to provide a powerful 
mechanism for testing the fidelity of the brain simulation.  

4.3.3 Data exploitation  

The HBP’s Medical Informatics Platform (MIP) is intended to advance brain medicine by using 
computer science to allow researchers around the world to exploit medical data, regardless 
of where the data may be stored, and to create machine-learning tools that can search these 
data for new insights into brain-related diseases. Huge volumes of data are shared across 
thousands of hospitals around the world. Although medical researchers can access data in 
their own hospital relatively easily, normally access to data in other hospitals is much more 
difficult, as patient confidentiality, data protection and the incompatibility of Information 
Communication and Technology (ICT) systems become major considerations (Human Brain 
Project, 2018). The MIP offers ICT solutions which overcome these constraints while 
maintaining the confidentiality that is so important to the medical profession and the patients 
through data curation. To support this, Interviewee 3 pointed out that:  
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‘it is quite an expensive process to extract information in a manual form, a manual 
approach. Therefore, they used SIS trained to understand and facilitate automatic 
classification and extraction of structured metadata records.  

Also, machine learning applied to huge data sets offers the possibility of identifying new 
“disease signatures”. These are based on a broad range of factors, from the molecular level 
to the whole brain, and observable disorders of cognition and behaviour, which should pave 
the way for improved diagnosis and hence better treatment outcomes. This involves:  

‘a lot of separate algorithms and machine learning techniques that are being used in 
different parts of the HBP’ (Interviewee 2).  

4.4 The Effectiveness  and Impact of the SIS 

At the time of writing the case study, the use of SIS in the HBP was showing some effectiveness 
towards the reduction of labour hours. Interviewee 3 stated that the use of SIS in the HBP is 

 ‘meant to reduce the amount of labour required to share data, to make it a more 
streamlined process and more efficient’.   

For instance, the interviewee said that the data curation process is quite expensive because 
it requires relatively a lot of time and energy and discussion between people to make things 
work. However, with the use of SIS, some of the issues have been drastically minimised. One 
constraint that was mentioned that affects its effectiveness is bias. Interviewee 3 suggested 
that bias can affect the quality of the outputs being carried out by the SIS.  

In terms of impact, the SIS has demonstrated long-term global impacts: 

 ‘with global users of the infrastructure, and global contributors of data to various 
activities in the infrastructure.  And the data is expected to potentially be used by 
people outside of Europe’ (Interviewee 3).   

It is clear that the impact of the SIS will go beyond the lifespan of the project, as suggested by 
Interviewee 2 who mentioned that the infrastructure for neuroscience innovation that is used 
in the project is visionary and will be used in the future. The SIS in the HBP will allow a lot 
more open science through sharing metadata across the globe.  

However, although there is potential impact of the SIS use in the HBP, some of the platforms 
are yet to show their full potential. An example was given for the MIP, in which Interviewee 
1 stated that:  

‘the impact is still quite small because we are still developing the platform, but the first 
steps we’ve made have allowed some promising results in terms of identifying some 
subpopulations of people with the same disease […] because of availability and sharing 
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of data that is more complex and huge than what would have been accessed by 
institutions individually’ (Interviewee 1). 

As the project progresses, there is an expectation of some large-scale effects when more 
hospitals are using the platform and sharing data. 

Despite the impacts of SIS in the HBP, some limitations and constraints affect its use. For 
example, Interviewee 3 mentioned that the MIP works in some cases but not in others. This 
is put down to the fact that it has not been widely deployed and the project has only carried 
out a proof of concept to test the functionality of the SIS at this point in time. Interviewee 3 
further said that one constraint that could affect how the SIS will work beyond the proof of 
concept stage would be the availability of the resources needed to continue. 
 
Another limitation is related to the quality of the input data set. The effectiveness of the SIS 
in doing their job will be affected by the quality of data input. For instance, Interviewee 1 
stated:  
 

‘if you have a bias in the input dataset you expect to see biased classification’. 
  

This is very important, since the use of one of the platforms (MIP) is sorting, organising and 
sharing data for reporting, which calls for efficiency in the process to ensure quality outputs.  
 
However, despite these limitations, the work of the SIS in HBP is promising. As Interviewee 1 
pointed out, they:  

‘can expect that the more metadata we collect, the better data the systems will have 
to learn from when they go to do their classification process in the future.  So, it should 
get better with time and type of scenario.’  

With time, the SIS will mature and improve as has been seen in some areas of the MIP.  With 
MIP, the SIS use of deep learning is maturing, particularly the part that is being used for text 
classification and automatic semantic tagging. 
 
Lastly, the SIS used in the HBP has a long-term impact on different stakeholders, including 
scientists, medical professionals, patients and the public, because it facilitates a better and 
improved understanding of the brain, which will lead to improved medication and science 
that is geared towards addressing health problems related to the brain. As confirmed by 
Interviewee 1, the SIS provide ways about:  

‘how we can improve the healthcare system and make it more efficient and more patient-
oriented, moving towards precision medicine’. 
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5. Ethical Issues with the use of the SIS   

From the three interviews that were conducted in this case study, the ethical issues that were 
established resonate with those in the literature. There is a broad intersection between the 
ethical issues that are covered in the literature and those that emerged from the interviews. 
The ethical issues with the use of SIS in the HBP included privacy and confidentiality, personal 
data and security, discrimination and bias and finally, transparency. These ethical issues are 
discussed below. 

5.1 Privacy and Confidentiality 

One of the issues with the use of SIS in the HBP relates to privacy. Since the SIS collect personal 
data, all three interviewees stated that there is a risk of violating the privacy of the ‘data 
subjects’. For instance, Interviewee 2 mentioned that depending on the type of SIS, there 
were different levels of risk to privacy, with some of them presenting higher degrees than 
others. The interviewee gave an example of the Neurorobotics Platform, which is extremely 
unlikely to cause problems with privacy, compared to the MIP. The interviewee mentioned 
that the risk to privacy causes tension between innovation and privacy’ because everybody 
has to worry about user and staff data, and ‘despite good funding in the HBP not everybody 
was necessarily budgeting for massive encrypted servers back in 2012 when the project was 
conceptualised initially. 

Similarly, Interviewee 1 mentioned that the risk of identifying patients will remain because 
there is always the possibility of hackers accessing the data. One thing that could be done is 
continuously keeping in mind the priority to protect patients’ data and empowering people 
with their data. The interviewee further said that this would involve explaining to patients the 
value of data, how to handle it, protect or share data.  

Despite the doubts on the ethical implications relating to privacy and the General Data 
Protection Regulation (GDPR), Interviewee 3 stated that one idea to address the issue of 
privacy would be: 

 ‘to have a federated sort of platform where people can query it without violating the 
GDPR […] without posing any risk to patient confidentiality, data security, or any other 
privacy aspects’. 

There is also an ethical concern relating to violation of group privacy through the possibility 
of considering specific algorithms, as the origins of the data sources include heritage or 
biography. According to Interviewee 2, this is worrying because there could be ‘ways in which 
different sets of data can potentially be recombined to […] identify groups’. Despite this 
concern, the interviewee mentioned that as a project, the HBP has an ethical imperative to 
research with veracity, and there are some legal frameworks around the use of the SIS that 
could be used to mitigate against loss of integrity.  
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5.2 Personal Data and Security 

Related to the issue of privacy in the HBP is the use of personal data. Interviewee 2 pointed 
out that the use of personal data and the:  

‘potential use of big data analytics, present concerns about group-level harms and the 
privacy of users. The big issue with the use of SIS is to figure out how to find the right 
balance between sharing (personal) data for research and to have enough usability of 
this data,  respecting the patients’ and the citizens’ privacy’. 

In addition to this concern, there are issues of using anonymisation as one of the techniques 
to secure the data from being misused. Interviewee 2 stated that the project goes:  

‘all the way to anonymisation which then probably renders the data not usable. So, 
one way to avoid this is by using a lot of information which then presents a big risk of 
re-identifying patients’ (Interviewee 2).  

As a result, there is a risk of some researchers trying to ‘find out a way to de-anonymise data’ 
(Interviewee 2), because there is a push to innovate more and more, which is of concern when 
it comes to the ethical use of the SIS. Reflecting on this issue, Interviewee 2 said that the HBP 
tries:  

‘to find the right balance between protecting and using the data for progress’.  

Parallel to the use of personal data is the issue of security. Interviewee 2 stated that there is 
always an issue of security at the software level because the SIS is using the internet. With 
the use of the internet, the systems are opening ports into hospitals which means that there 
should be a lot of safeguards for specific parts of a specific server. The interviewee 
acknowledged that:  

‘some technologies might feel very helpful, but maybe they are too open to hacking 
and penetration’.  

Interviewee 2 stated that ’guaranteeing 100% that there will be absolutely no way to re-
identify a patient is not possible’.  But, he further said that the risk of hacking the SIS is low 
because if someone was interested in identifiable data, they would be better off accessing it 
on the hospital servers compared to the MIP. This reinforces the fact that the data used in 
the MIP are:  

‘a result of aggregated analysis rather than raw data which poses a very low risk’ 
(Interviewee 2). 

Having said that, there is an acknowledgement that all the SIS platforms present various 
security risks.  However, as pointed out in the interviews, the levels of risks vary in that some 
platforms. For instance, Neurorobotics platforms are extremely unlikely to cause problems 
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with privacy compared to other platforms due the type of data used although they could be 
prone to hacking. 

In connection with personal data, there is also an issue of informed consent. Since the use of 
SIS in the project involves collection and manipulation of personal data, a question was raised 
on informed consent. Interviewee 3 stated that they assume that there is implied consent 
from some data subjects because:  

‘researchers involved in the production of the data have chosen to be involved in the 
curation process’.  

However, this is not the case with each person individually because they may have been 
implicitly involved when someone shared the dataset, therefore ‘their attachment to the 
dataset would require consent’.  Despite making these two suggestions, the interviewee 
added that they could not tell whether this was acceptable, only acknowledge that there was 
a potential issue with informed consent. 

5.3 Discrimination and Bias  

Issues surrounding discrimination and bias are important when it comes to the use of SIS in 
general. This was also unveiled as a potential issue with the use of SIS in the HBP. Interviewee 
2 showed concern over bias and digital division that would result in the use of SIS in the 
project. The interviewee’s concern was connected to the availability of resources across that 
project which could result in a digital divide between those who have the resources to use 
most of the platforms and those who cannot. Also, this was something that would result from 
the different platforms not being joined up as would have been expected. Therefore, with the 
lack of integration:  

‘there is a lack of fairness regarding who fully utilises the SIS and who does not’ 
(Interviewee 2). 

There is also potential to discriminate by drawing on datasets that are non-representative of 
particular stakeholders when using the SIS. This was suggested by Interviewee 2, who said 
that there is ‘a potential to miss out on neuro-diverse people’ because of where the data are 
being drawn from. As a result, there could be some stakeholders who are left out and are not 
represented or included.  One of the ways of tackling the issue of discrimination, according to 
the interviewee, is perhaps to reflect on the ‘algorithms or machine learning procedures’ that 
are being used in the project.  This is also related to having open and transparent processes 
where people can ask questions around data sources and intentions with the aim to identify 
areas that are being overlooked. 
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5.4 Transparency  

The SIS in the project uses several algorithms, but due to the nature of the project:  

‘it's very difficult to pin down the person responsible for the development of an 
algorithm or find out where they got it, or any of those things, and then figure out how 
it was designed’ (Interviewee 2).  

It is also difficult to track the kind of metadata that is used in some of the techniques that are 
employed in the SIS. The problem is that a: 

‘lot of the researchers do not even know where their data or their algorithms come 
from because there is open source stuff’ (Interviewee 2). 

This interviewee further said that it is concerning that there is very little transparency in the 
processes. Despite having people responsible for looking at ethical issues such as 
transparency, the landscape in which the technologies are used in the project does not 
provide enough opportunities for transparency. Interviewee 2 also mentioned that it could 
be ‘more difficult to try to figure out the nature of the technology [being used] and where do 
all of the constituent parts come from’.  A different view, however, was given by Interviewee 
3, who specifically referred to MIP and the way that it is planned to be used in the first phase. 
Interviewee 3 mentioned that there is transparency in the use of MIP, as a specific SIS 
platform, because it is a semi-automated process that guards against lack of openness in the 
processes by design. 

Despite the concerns with transparency issues, there are mechanisms put in place to try and 
encourage transparency within the processes. For instance, although not always effective, 
there is a push towards engaging with both internal and external users of the technologies to 
keep them open and useable. An example of such initiatives to promote transparency is a 
product called Knowledge Graph that is currently being developed. The Knowledge Graph:  

‘will be a publicly accessible, quite transparent interface where people can look at HBP 
data and can perform their own research there’ (Interviewee 2).   

This is something that will hopefully address the digital division and transparency issues that 
are encountered in the use of SIS. 

5.5 Mechanisms to Address Ethical Issues  

As seen from the discussion above, the use of SIS in human brain research raises ethical 
concerns. To address these concerns, some policies govern the use of SIS, specifically related 
to the ethical implications of the use of SIS in the HBP. However, Interviewee 2 pointed out 
that there was a lack of overarching policies around the use of SIS in the HBP. To address this, 
the interviewee suggested that: 
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 ‘there needs to be conversation […] because there isn't a blanket policy that will cover 
all of the many and varied possibilities for the HBP’.   

One of the reasons for not having a blanket policy was down to the fact that the work with 
SIS in the HBP involves a wide range of disciplines, and therefore some people would not: 

 ‘have the appropriate knowledge to think about how the development of specific 
algorithms should be governed, and they may not have the background to do a forensic 
examination of the tools they're using.  So, it's immensely complex’.  

Despite such limitations, there are specific policies on the principles and processes that 
govern the work in HBP, including the use of SIS. For instance, the policies cover issues related 
to confidentiality, informed consent, and licensing 

In addition, the project has a dedicated program to provide mechanisms to ensure 
Responsible Research and Innovation41. This dedicated program covers the eight main 
components that are shown in Table 3 below. 

Mechanism Brief description 

Foresight Lab • Investigates possible outcomes and consequences of the 
work undertaken by the HBP 

• Focuses on identifying and evaluating the future impact of 
new knowledge and technologies generated by the HBP 
using a range of methods including action research, 
interviews, participant observation, literature reviews, 
questionnaire surveys and expert workshops 

Ethics Support (ES) • Provides administration of ethics-related issues. This 
includes the support of additional structures that help 
with ethics-related issues and structures 

• Manages compliance with EU research ethics principles. 
• Supports an external Ethics Advisory Board 
• Leads a cross-HBP Data Governance Working Group 

Ethics Rapporteur 
Programme (part of ES) 

• Deepens understanding of potential ethical and social 
implications of research and other work in all the HBP 
Subprojects  

• Establishes communication links that help HBP achieve 
and maintain Responsible Research and Innovation goals 

                                                           
41 an approach that anticipates and assesses potential implications and societal expectations with regard to 
research and innovation, with the aim to foster the design of inclusive and sustainable research and innovation 
(European Commission, 2012) 
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Data Protection Officer 
(DPO) (part of ES) 

• The DPO is a professional in the field of data protection 
and works with HBP partners to facilitate compliance with 
the GDPR. The role of the DPO includes consultation on 
data processing activities and providing advice and 
recommendations on compliance with applicable laws 

Public Engagement • Reaches out to stakeholders and the general public to 
discuss issues of relevance to the HBP and the public 

• Activities include public meetings, online consultations 
and stakeholder forums 

Neuroethical Reflection • Focusses on conceptual ethical and regulatory issues, 
from potential privacy threats to understanding 
consciousness and the meaning of human and personal 
identity 

Ethics Advisory Board • This an independent body that advises on specific 
ethical, regulatory issues raised by research undertaken 
or planned under the HBP 

Data Governance Working 
Group 

• It is involved with the overall management of the usability, 
integrity and security of data used in the HBP 

Table 3: Mechanisms to deal with ethical issues in HBP 

6. Conclusion  

The use of SIS is making strides in human brain research geared towards understanding the 
complex functions of the brain and treatments of some challenging brain diseases.  This case 
study showed how SIS is being used in one such research initiative that is taking place to 
understand the complex functions of the human brain. Three interviews were conducted to 
explore different perspectives on the use of SIS in human brain research, and which ethical 
issues arise from the use of SIS in human brain research. 

The ethical issues that emerge from the case study resonate with issues in the literature such 
as privacy and confidentiality, security of personal data as well as trust and accountability by 
the researchers and other stakeholders, particularly when it comes to data manipulation. 
From the interviews, additional ethical issues were established including discrimination 
resulting from bias and access to the SIS and their outcomes, and transparency of the 
processes that are involved in human brain research due to the complexity of the technology 
used.  
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Also of interest were the different views expressed by the interviewees, who had different 
roles in the research, on ethical issues with the SIS. There was a difference in perspectives 
between those that deal with the ethical governance of the research compared with those 
who are responsible with the technical side of the research and therefore the implementation 
of the SIS.  Despite the differences in perspectives across the roles, holistically there is 
recognition of the ethical implications that relate to the use of SIS in their research activities, 
and therefore the project has put in place mechanisms to safeguard against some of the 
consequences that could result from the use of SIS. Some of the mechanisms include 
dedicated ethics support, policies and guidelines as well as public engagement. 

6.1 Limitations 

While the HBP appears to be tackling some of the ethical issues relating to the use of SIS, 
some other areas need to be considered.  For instance, it would be ideal if there could be an 
exploration of how the different views on the ethical issues across the multiple roles involved 
in different SIS platforms could be harmonised. 

Regarding use of the SIS, despite great efforts being made in the use of different SIS across 
platforms, there are still limitations relating to resources and capacity that are required for 
the integration of the complex systems. In addition, there are differences in the progress of 
SIS implementation across the platforms, which sometimes affects the effectiveness of the 
SIS used in the project. However, this is something that will be addressed if the necessary 
resources are put in place.  

 

6.2 Contribution and Implication of this Case study 

While there is literature on the ethics of SIS and particularly the use of AI and Big Data in 
human brain research, there is still room to build on existing literature on assessing the ethical 
issues of implementing SIS in human brain research. To that effect, this case study contributes 
to knowledge around the use of SIS in human brain research. It highlights ethical issues that 
relate to the use of SIS in human brain research and at the same time signposts how the 
ethical issues could be addressed through some mechanisms used in the HBP such as Data 
Governance Working Groups, Neuroethical Reflection and Foresight Labs. In so doing, 
learning from the steps undertaken in the HBP, the case study contributes to practice by 
highlighting some of the practical measures that are vital in the ethical implementation of SIS. 

The case study has implications for policy formulation around the ethical use of SIS in human 
brain research. There is little guidance on how the use of SIS can be effectively and ethically 
implemented in human brain research within policy frameworks. Most of the existing 
frameworks offer general guidelines on the ethical implementation of SIS in research, but 
there is a need to have guidelines that focus and directly relate to the specific issues with the 



 

165 
 

use of AI and Big data in human brain research.  It is hoped that this report will encourage the 
assessment of ethical SIS use in current and future human brain research. 

 

6.3 Further Research: bio-AI, see opening comments 

The use of SIS in human research, as is in the case of the HBP, may lead to the next generation 
of SIS. At this point, it is not clear whether such new SIS, which are called bio-AI in the HBP, 
will raise the same or other ethical issues because it is not yet clear what their capabilities will 
be. While this report offers a review of some of the notable ethical issues with the use of SIS 
in human brain research, there may be additional foci that need to be evaluated in the future 
to uncover additional issues in this emergent field. It is fair to say that this case study does 
not answer every question on the topic, but it lays a basis for further research in the field that 
could enhance our understanding of ethical issues and how to address them in emergent SIS 
such as bio-AI. 
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Executive Summary 

Smart information systems (Artificial intelligence and Big Data) are used in the insurance 
industry most often to improve customer service, strategic planning and corporate 
development, marketing and sales, tracking of market sales and insurance product 
development. In this case study I looked at how two organisations in the insurance industry 
(Organisation X and Organisation Y) are using smart information systems in their practice. 
Organisation X is one of Germany’s largest private health insurance companies and it uses 
smart information systems for fraud detection. Organisation Y is the business intelligence 
centre for healthcare insurers, providers and the public. It uses smart information systems 
for analysis of the insurance data given most often by insurance companies to make 
information products (e. g. predictive models), which later help the insurance companies 
and health care institutions to improve their work, increase the efficiency of administrative 
processes in healthcare, etc.  

In recent years insurance sector has invested the most comparing with other sectors 
into implementation of smart information systems making it already one of the top 
industries, by average, investing in smart technologies. More than half of insurance CEOs 
believe that artificial intelligence and Big Data will transform their workplace, improve 
productivity, customer experience and their work-life balance. Moreover they believe that 
smart information systems implemented in their workplace will make their jobs simpler and 
result in a net gain in jobs within their companies. However, the use of smart information 
systems in insurance sector may also create a number of ethical and practical concerns. For 
example, concerns over security and privacy of sensitive information, which are increasing 
year by year because of several trends, such as wireless networking, health and personal 
information exchange, and cloud computing. As a result, artificial intelligence may make 
many false assumptions in the insurance sector which could end up being discriminatory 
(e.g. making insurance more expensive for minorities), and even harmful to the insured 
persons (e. g. when healthcare isn’t affordable for the person who needs it). The lack of 
availability of artificial intelligence skilled labour is also a huge challenge for companies in 
the insurance sector – if not addressed this issue could result as massive job loss. Also, there 
are limited strategies to uncover questions regarding transparency when using smart 
information systems – that is a possibility for users or staff to clearly understand when, why 
and how the decisions by artificial intelligence are made, when and why their personal 
information is used and for what purposes. There are many recommendations for the 
proper use of smart information systems in the insurance industry but it currently lacks 
specific regulations.  

 
In this case study, Organisation X and Organisation Y to address the mentioned 

ethical issues are working according to the national and European data protection 
regulation and cooperate with data protection officers. Moreover Organisation Y also has 
organisational regulation for proper use of the software and an external auditor who audits 
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processes to see if everything works according to the legislation once every year. Also in 
both organisations all stakeholders (e. g. customers, insurance companies) have the ability 
to share their concerns about lack of transparency, data protection issues, etc. with the staff 
of Organisation X or Organisation Y. Organisation X has a board of directors which can give 
their feedback about the processes in the company (including the software), and a quality 
control mechanism to ensure that everything is working as it should. Organisation Y gets 
feedback from insurance companies in group discussions. They also send requests to health 
insurance companies every month to get their consent for using their insurance data for 
other purposes, for example meeting requests from universities or institutes to use the data 
for research.   

The interviews have shown that when using smart information systems in the 
insurance sector some ethical issues identified in the literature are not emphasized as 
significant or not identified as issues at all in the interviews (such as bias, reliability, 
discrimination, data governance, security and privacy, job losses). However, some ethical 
issues were not mentioned as significant in the literature but were identified as very 
important during the interviews (e.g. trust, informed consent, responsibility). Transparency 
and accessibility of data as ethical issues appeared to be important in both literature and 
practice.  
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Insurance SIS and Ethics: A Case Study 

Thousands of claims, customer queries and large amounts of diverse data make the 
insurance industry a natural use case for smart information systems (SIS). A study from 2015 
conducted by Tata Consultancy Services reported that the insurance sector in 2015 invested 
in artificial intelligence far more than other industries: $124 million dollars, compared with 
an average by other industries of $95 million (consumer packaged goods), $94 million (high 
tech), $90 million (telecommunications) (Tata Consultancy Services Ltd (TCS), 2017). 
 

From customer service to claims processing, AI is frequently cited as a disruptive 
force42 in the insurance sector (Expert System, 2018). 80-85% of insurance companies use 
SIS in 2018, from scanning in text from documents, to determining fraud, identifying risks or 
in preventative medicine. There are already many start-ups in the insurance sector (such as 
Shift Technology, Lemonade, Clover, ABIe) which use SIS in many areas including claims 
processing, fraud detection, risk management, marketing, etc. All the insurance companies 
surveyed plan to use SIS in their processes by 2020. (Tata Consultancy Services, 2017; Tata 
Consultancy Services Ltd (TCS), 2017; Dutt, 2018)  
 

There is moreover a consensus among industry experts that AI is going to be a key 
driver in making insurance products “smarter” in the coming 2-3 years (Bharadwaj, 2018; 
Zagorin, 2018). Most insurance executives already understand that SIS will change the 
insurance industry – 79 per cent of insurance executives believe that it will revolutionize the 
way insurers gain information and interact with their customers (Zagorin, 2018). Despite all 
the financial aspects and the range of possible issues raised, there is a great possibility that 
in the near future insurance companies will be required to adopt SIS or risk being 
outperformed by other insurance companies (Accenture, 2018).  

This literature review and the background research draw on information from three 
studies conducted by private companies on the use of SIS in the insurance sector, in which 
the benefits of SIS were also highlighted:  

1. Accenture (2018). Future Workforce Survey – Insurance. Realizing the Full Value 
of AI;  

2. Deloitte Digital (2017). From mystery to mastery: Unlocking the business value of 
Artificial Intelligence in the insurance industry;  

3. Tata Consultancy Services Ltd (TCS) (2017). Getting Smarter by the Sector: How 
13 Global Industries Use Artificial Intelligence).  

Section 1 of this report provides an overview of the current implementation of SIS in 
the insurance industry. In Section 2 the positive and negative aspects of using SIS in the 
insurance industry are identified, including ethical issues which could arise while using SIS in 

                                                           
42 A force that does not rely on incremental changes but rather transforms a sector quickly.  
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this area. In Sections 3 and 4, two companies working in the industry of health insurance are 
analysed: a German health insurance company (Organisation Y), and a business intelligence 
centre for healthcare insurers (Organisation X). Section 5 will critically evaluate specific 
ethical issues that arise when using SIS technologies in Organisation Y and Organisation X, 
also those questions regarding data governance when using SIS and the use of SIS in the 
insurance industry. Finally, Section 6 draws conclusions on the case study and suggests 
areas for improvement. 

1. The Current Use of SIS in Insurance 

There are many types of data that are analysed in insurance data analytics. These include 
personal information such as place of residence, (location, marital or family status, 
education, occupation, income level is also gathered (Foggan and Panagakos, 2018) other 
customer data (concerning their driving habits, etc.) (Bharadwaj, 2018; Sennaar, 2018), 
information gathered by Internet of Things (IoT) sensors (Foggan and Panagakos, 2018; Koh 
and Tan, 2018), for homes, sensors for vehicles (Bharadwaj, 2018; Zagorin, 2018) and 
vehicle maintenance history (Zagorin, 2018). Moreover healthcare data and records (Foggan 
and Panagakos, 2018; Koh and Tan, 2018, Zagorin, 2018) of insured persons (especially in 
health insurance) is collected and processed by insurance and related companies. Insurance 
claims history (Marr, 2018; Koh and Tan, 2018) and incident-related information (Marr, 2018) 
is checked to prevent fraud or to decide about premiums. It is also possible to collect open 
source content which is free to use without permission (Deloitte Digital, 2017) and social 
data (Bharadwaj, 2018; Deloitte Digital, 2017) related to insured persons. Information is 
collected from a variety of sources in insurance, such as social networks, including 
Facebook, LinkedIn, Instagram, etc. (Bharadwaj, 2018; Zagorin, 2018), and other public 
sources, e. g. registries, statistical data (Dutt, 2018). Companies’ call logs (Deloitte Digital, 
2017) are also often checked to analyse possible scenarios of claims management and 
monitor the quality of services.  
 

All gathered data is mostly applied to those areas of the insurance industry which 
can help to improve services and bring profit, such as: 
 
Figure 1. Areas of data use in the insurance industry. 
 
 
 
 
 
 
 
 

Customer service 

Insurance product development Strategic planning and corporate 
development 

Tracking of market trends Marketing and sales 
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This data also play a vital role in helping to save many of the insurance companies 
money by: 
 
Figure 2. Possible ways to save money with SIS in the insurance industry. 

 
 
 
  
 
 
 

 
Faster analysis of large volumes of data  and faster and customized claims settlement 

is now possible in the insurance industry, as enabling SIS self-service, helps improve 
customer experience and use of on-demand insurance (Zagorin, 2018; Foggan and 
Panagakos, 2018; Deloitte Digital, 2017; Bharadwaj, 2018). Personalized interactions with 
customers and personalized insurance product development are now possible (Zagorin, 
2018; Koh and Tan, 2018; Bharadwaj, 2018; Accenture, 2018). Moreover, SIS also helps 
insurance companies to get the latest knowledge in real time and identify new business 
opportunities (Bharadwaj, 2018; Deloitte Digital, 2017).  

 
There are also benefits to the staff of insurance companies, because SIS improves 

productivity (Accenture, 2018), reduces resources needed (which decreases costs) 
(Bharadwaj, 2018), makes the job simpler (Accenture, 2018; Deloitte Digital, 2017), gives 
assistance in making decisions (Accenture, 2018; Koh and Tan, 2018) and even expands 
career prospects for workers (Accenture, 2018).  

 
Smart information systems are and will be very important for insurance companies 

in the future. However in 2016 only 1.33 % of insurance companies had invested in AI 
(Deloitte Digital, 2017). By 2018, 49% of insurance companies’ CEOs are looking at strategic 
alliances or joint ventures with insurance technology (InsurTech) companies to speed up 
their alignment with the digital marketplace. The expectations are high.  

 
For example a report on two surveys conducted by consultancy Accenture P.L.C. in 

11 countries in 2017 states that artificial intelligence is likely to transform the world of 
business and, “when synthesized with human ingenuity across the enterprise, will achieve 
exponentially more” (Accenture, 2018). According to information from the report, more 
than half of insurance CEOs believe that artificial intelligence and Big Data will transform 
their workplace, improve productivity, result in a net gain in jobs within their company, 
make their jobs simpler and improve their work-life balance (Accenture, 2018). Another big 
survey conducted in 2015 states that 100% of insurance companies plan to use cognitive 

- Improving claims management 
- Improving claims tracking 
- Identification of fraudulent behaviour 
- Finance and accounting 
- Decision making 
- Predictive modelling 
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technologies by 2020. Representatives of the insurance industry claim to be so optimistic 
about using SIS in the insurance industry because, they say, when they started to use SIS 
they reduced their losses by being able to identify fraudulent claims more easily (Bharadwaj, 
2018; Zagorin, 2018; Foggan and Panagakos, 2018; Koh and Tan, 2018; Deloitte Digital, 
2017) and improve predictive modelling (Foggan and Panagakos, 2018; Koh and Tan, 2018). 
It is also claimed that the insurance industry is already one of top industries, by average, 
investing in smart information systems (Tata Consultancy Services Ltd (TCS). 

 
There are many start-ups in which SIS are being used in the insurance sector 

worldwide. Some examples of these start-ups are described below. 
 

Shift Technology uses AI called Force™ for fraudulent claims identification. Shift 
Technology’s official website claims that Force™ has already analysed over 100 million 
claims for fraud. It claims that Force™ goes beyond simple risk provision by furnishing clear, 
actionable insights on which indicators make the claim suspect (Shift Technology, 2018). 
Shift Technology claims to have fused the analytic powers of machines with industry expertise to 
reproduce the deductive reasoning of claims handlers to create Luke™ for claims handling. From the 
filing of a claim to the policyholder payout, Shift says that Luke™ will help at every step, reducing 
end-to-end handling time from weeks to minutes (Shift Technology, 2018). 
 

Lemonade is an app for claims management, available for Mac and Android. It 
currently offers renters, condo, and homeowners’ insurance in some states in the USA. 
While using Lemonade, claims are handled by artificial intelligence and humans. If the claim 
is instantly approved, Lemonade’s AI pays in 3 seconds. Otherwise, AI hands over the claim 
to the team of humans to handle (Lemonade Insurance Company, 2018).  
 

Clover is a health insurance start-up that leverages AI by using data and software to 
build clinical profiles of people. This app uses AI to identify gaps in care and fill them with 
visits and a free choice of doctor to avoid costly hospital stays (Deloitte Digital, 2017). 
Clover’s official website claims that it also helps to find the right doctor or pharmacy, gives 
assistance in scheduling appointments and arranging transportation, gives medications 
reminders, offers 24/7 doctor visits by phone, video or mobile app, and gives access to a 
mail order pharmacy with 100-day refills (Clover Health, 2018). 

Fabric is a life assurance start-up that is using AI to generate quotes for accidental 
death claims. It is claimed that simplified processes enable a life assurance sign-up process 
in just two minutes (Deloitte Digital, 2017). 

GetSafe is an InsurTech start-up that uses AI to advise customers on which insurance 
policies to purchase by collecting relevant information (Deloitte Digital, 2017). GetSafe also 
proactively engages with clients to offer preventive health measures by setting reminders 
when it is time to have routine care, or to set an appointment with a health specialist, etc. 
(Wiens, 2018).  
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Trov is an on-demand property insurance start-up in which an AI chatbot43 handles 
claims. Insurance can start immediately via an app to cover damage, loss, and theft. When 
using this app, customers can swipe insurance on their valuables on or off.Error! Bookmark 
not defined. The customer also has the option to easily organise important information 
about the things they own and back this up to the cloud, so it is accessible when needed 
(Trov, Inc., 2018).  

Progressive offers the Snapshot® program, which personalizes driver’s insurance 
premium rate based on their actual driving, known as usage-based insurance. There are 
other pricing factors, and drivers’ rates may increase with high-risk driving (Progressive 
Casualty Insurance Company, 2018). Progressive is also using AI to identify business 
opportunities in the auto insurance space. The company is using machine learning to 
interpret driver data to track market trends and identify business opportunities (Bharadwaj, 
2018). 

 
All these mentioned examples show, that there are loads of various cognitive 

technologies already being used in the insurance area and it strongly supports the point that 
in the near future smart information systems in insurance industry will be a necessity to stay 
competitive. That is why there is a great need to intensively work to identify possible ethical 
issues when using smart information systems and find effective ways to prevent them.  

2. Ethical Issues of Using SIS in Insurance 

Despite the claims to business and consumer benefit SIS raises a range of ethical issues. The 
foundation upon which smart information systems is built is the harvesting of personal 
information from millions of people, and the use of that information to make decisions 
affecting millions more, which entails new concerns and risks, and ultimately may increase 
the number of issues which insurers must address (Foggan and Panagakos, 2018). 

Information on the use of smart information systems in the insurance industry and 
the ethical issues arising therefrom is sparse. Most research is done on implementing smart 
information systems in insurance, and the benefits of that, but little information is available 
about ethical issues when using SIS, or its possible drawbacks. The following sections 
describe ethical issues identified in the literature.  

Moreover, there are already many recommendations developed to address ethical 
issues when using smart information systems in insurance, but the problem is that it is not 
known how to implement those recommendations into policy. 

 

                                                           
43 A computer program or AI, which can conduct a conversation.  



 

178 
 

 

Figure 3. Ethical issues in the literature – smart information systems and insurance.  

 

 
 
 
 

2.1. Accessibility of Data and Data Governance 

Insurance companies which are using smart information systems rely on data. Data make 
smart information systems a key competitive differentiator in the future of intelligent 
insurance (Deloitte Digital, 2017). 

Within the organizational limits required by regulation and security, data are 
essential for insurance companies for training and machine learning (Dutt, 2018).  Often 
there are problems in collecting data. The main limitation is accessibility of the data, 
because data often exists in different settings and systems, such as administrations, clinics, 
laboratories, registers, public and private companies (Koh and Tan, 2018). 

There are many questions regarding data governance when using smart information 
systems and the use of SIS in the insurance industry currently lacks specific regulations, 
except for the General Data Protection Regulation (GDPR) and other legal documents, which 
are being used in all industries across Europe. Moreover some additional questions need to 
be answered to clarify the situation. For example, when should a decision by an artificial 
intelligence be trusted? Is an AI to be used as a final decision maker or as an adviser to 
recommend certain decisions? How do you match outcomes to the decision made by 
artificial intelligence, and what is the feedback process to make changes to the artificial 
intelligence if errors are discovered?  Only by creating a controlled environment for the use 
of artificial intelligence, is it possible for the technology to benefit as many people as 
possible and minimize its dangers (Dutt, 2018).  

2.2. Security and Privacy 

Adoption of smart information systems in the insurance sector raises many barriers and 
challenges. Concerns over security and privacy of sensitive information are increasing year 
by year because of several trends, such as wireless networking, health and personal 
information exchange, and cloud computing (Abouelmehdi et al., 2018).  

When talking about security, authentication is very important. Authentication is 
understood as the act of establishing or confirming that claims made by or about a subject 
are true. It serves a vital function within any insurance organisation in many areas, such as 

Accessibility of Data and 
Data Governance 

Security and Privacy Bias and Reliability 

Job losses Discrimination Transparency 
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securing access to corporate networks, protecting the identities of other users, and ensuring 
that a user is who he or she claims to be (Abouelmehdi et al., 2018). 

The most obvious issues when using smart information systems concern privacy. For 
example, if AI is able to determine that someone has a certain disorder or disease by 
correlating public pieces of information gleaned from social networks or public sources, an 
argument could be made that this constitutes a violation of privacy rights or is, at the very 
least, ethically questionable (Dutt, 2018). AI uses not only public information about the 
client but also their personal information which, according to the General Data Protection 
Regulation, is considered to be more sensitive. As a result the ethical harm is even more 
serious in this situation.  

2.3. Bias and Reliability 

Data may be missing, corrupted, inconsistent, or non-standardized (such as pieces of 
information recorded in different formats in different data sources), and lack a standard 
vocabulary. Data problems in healthcare are often perceived to be the result of the volume, 
complexity and heterogeneity of the data, their poor mathematical characterisation, and 
their non-canonical form (Koh and Tan, 2018). When data are not statistically sound, they 
reduce their efficacy for training (Dutt, 2018). As a result, artificial intelligence may make 
many false assumptions in the insurance sector which could end up being discriminatory 
(e.g. making insurance more expensive for minorities).  

The validity of the results of AI-based decision making in the insurance sector may 
also be questioned. The familiar aphorism that correlation is not causation (meaning that 
not always statistical probability reflects a true cause) holds true here as elsewhere. 
Moreover, some characteristics that correlate with increased risk or suspicion of fraud 
might be challenged as discriminatory to the extent there is no demonstrable causal 
connection between the characteristic and the risk of suspicion (Bharadwaj, 2018). 

2.4. Job losses 

Although artificial intelligence and smart information systems have been promised as 
problem-solvers, they have also sparked concerns about job losses. Japanese insurer Fukoku 
Mutual Life Insurance announced that it would replace more than 30 employees with an 
artificial intelligence system (Newton Media, 2018). Mariana Dumont, head of new projects 
at Insurance Nexus, states: “in conversations I’m having with insurance executives, I’ve 
noticed that we are all very excited about where AI is headed in the insurance industry, but 
there’s a lot of uncertainty, we don’t know how it will change the core business model, and 
peoples’ jobs.” (Bharadwaj, 2018) 

The managers of insurance companies surveyed felt AI could automate on average 
10% jobs in their own departments in 2016. Looking further ahead, they anticipated that an 
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average of 14% could be cut in 2020 in functions using AI, and 18 % of jobs could be 
automated by 2025 (Tata Consultancy Services Ltd (TCS), 2017). 

 The lack of availability of artificial intelligence skilled labour is also a huge challenge 
for companies in the insurance sector. Any artificial intelligence technology integration 
would need technically skilled professionals in an organization to train these artificial 
intelligence systems (Bharadwaj, 2018). However, the skills requisite for training artificial 
intelligence will become redundant once the artificial intelligence is fully functional, to be 
replaced by a need for skills in maintaining artificial intelligence and relevant hardware 
performance. 

2.5. Discrimination 

As smart information systems become more sophisticated, ethical issues (such as 
discrimination) also start to emerge. The predictive modelling capacities of artificial 
intelligence systems constitute a natural “fit” to the assessment of risk inherent in the 
processes of insurance ratemaking and pricing. Advanced predictive modelling can generate 
“red flags” during the claim intake process, which enables suspect claims to be routed for 
investigation while proper claims proceed to payment. If an artificial intelligence is used to 
prevent some people from receiving health insurance (for example, by determining that 
someone has a certain disorder or disease by correlating public pieces of information 
gleaned from social networks or other public sources) then the reasons should be clearly 
understood to prevent implicit and harmful biases (Dutt, 2018). These developments could 
result in a charge of unfair discrimination in insurance which might also be levelled against 
practices which impact people based upon characteristics such as income level, place of 
residence, occupation, education, marital or family status (Foggan and Panagakos, 2018). 

2.6. Transparency 

Transparency means a possibility for users or staff to clearly understand when, why and 
how the decisions by artificial intelligence are made, when and why their personal 
information is used and for what purposes. Currently there are limited strategies to uncover 
all those questions. Even determining which set of variables are the most relevant for the 
artificial intelligence model is not always easy (Dutt, 2018), because artificial intelligence 
chooses those completely by itself in accordance with its experience. Although the customer 
has a legal right to be informed about the use of this personal data. That is why it is very 
important what methods insurance professionals will use to be able to respond fully to 
customer requests for explanation of the reasoning that underlies those determinations, 
given the mystery that cloaks the algorithms by which cognitive systems produce their 
results (Bharadwaj, 2018). 
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3. Organisation X: The Case of an Insurance Company Using SIS  

This section will focus on Organisation X, a company that implements and uses smart 
information systems technology within the insurance sector (the organisation has asked 
that it and the name of the interviewee be anonymised). An interview was conducted with 
Interviewee X, the head of operating services in the company, who is responsible for 
underwriting, contracts, and management of claims, and who reports directly to the board 
of the organisation. Interviewee X is not involved much in working with smart information 
systems used by Organisation X, but Interviewee’s X interest in this is the outcome of using 
SIS. The interview raised Interviewee’s X interactions with smart information systems in the 
company, possible issues associated with ethics, technological drawbacks and use of data 
(accuracy of data and recommendations, employment, responsibility, ownership of data, 
transparency, trust, informed consent, use of personal data and security), and how the 
company addresses these issues. The interview was conducted by Natalija Kancevičienė (a 
research assistant in European Network of Research Ethics Committees (EUREC)) in 2018 via 
telephone, and transcribed and evaluated also by Natalija Kancevičienė using the qualitative 
analytics software tool NVIVO to categorise, define, and evaluate the content of the 
interview.  

Table 1. Organisation’s X interview. 

Duration: 22 minutes  

Interviewee Interviewee X 

Reference in Case Study Interviewee X 

Role in Organisation Head of operating services 

 

3.1. Description of Organisation X 

Organisation X is located in the service and insurance industry. It is one of Germany’s largest 
private health insurance companies, with more than 2 million members. The company 
serves approximately 5 million insured people by suggesting them most suitable health 
insurance according to their health information. Organisation X is a for profit organisation 
and an innovative health insurance company, which uses SIS for identifying fraudulent 
claims. As one of Organisation X’s directors explained, the company wants to make sure that 
their members always have access to the very best procedures, when it comes to detecting 
and treating illnesses. 
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3.2. Description and Aims of Smart Technologies Being Used in 
Organisation X 

Organisation X is using one smart information system at present. This is a customised, self-
programmed software for fraud detection in private health insurance. The system stands 
alone, and is not implemented or supported by other systems in Organisation X. Interviewee 
X stated that the system is able to identify, as they refer, abnormal behaviour (for example, 
when a person gets medicine from a lot of different pharmacies instead of going to the 
pharmacy nearest to home). According to Interviewee X, this system makes it easier and 
faster to identify fraudulent claims.  

3.3. The Effectiveness of Using Smart Information Systems for 
Organisation X 

In fraud detection Organisation X no longer depends only on people paying attention during 
the claims management process.  

“In fraud detection we any longer depend only on people or colleagues paying attention 
during the claim process. Now we have a software, which selects cases with a possibility of 
fraudulence, so we can focus on these cases only” (Interviewee X, 2018) 

The software selects cases with possibility of fraudulent activity so employees need 
to focus only on those cases. Organisation X started using the software in one field in the 
claims management concerning receipts of medication. Two facts serve as a motivation to 
expand the implementation of this system in the contracts department: the fact that the 
system works very well and Organisation X doesn’t have any problems using it, and also that 
it simplifies the work of employees in the claims management and fraud detection.  

Just one practical limitation was identified: the possibility of false positives, such as 
identifying strange or unusual behaviour as fraudulent even if it is not (for example, when a 
person gets the medicine from a lot of different pharmacies instead of from the pharmacy 
nearest to home). No other limitations of the used software have been identified yet.  

“If a person gives us prescriptions for medicine for a claim and the person gets the medicine 
from a lot of different pharmacies, this could be identified as an abnormal behaviour. In 
these claims the possibility of fraud is higher rather than in situations when people buy 
medicine in a pharmacy near their home. Of course, there is a possibility that a person who 
needs medicine travels all over Germany” (Interviewee X, 2018) 

Organisation X is working with the software according to the data protection 
regulation of Germany and of the European Union (General Data Protection Regulation 
(GDPR)) and Organisation X closely cooperates with the in-house data protection officer 
when using the technology. Moreover there is a process of quality control for using the 
software. But there is no organisational policy for using the software for fraud detection. 
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3.4. The Effects on Stakeholders 

Interviewee X claims that there is no special impact on stakeholders from using smart 
information systems. Interviewee X claims, that more or less they are aware of smart 
information systems use in the organization. The main stakeholders in Organisation X are 
users, in-house data protection officer, the board, and decision makers. 
 

Personal data of the users is used for the claims management process. For example, 
clients send personal information, what kind of medicine they have been prescribed, and 
the location of the pharmacy. All this information is used. There is some non-financial cost 
for users in terms of privacy and reduced understanding of the system because they don’t 
know why smart technology makes the decisions it does. 

 
The in-house data protection officer needs to make sure that using smart 

information system is complying with the general data protection regulation. The board of 
Organisation X needs sometimes to inform the media that Organisation X is using smart 
information system. Smart technology also assists the decision makers on making decisions 
about whether a claim is fraudulent and therefore whether it should be paid. 

 
It is important that data protection officer, Organisation’s X board of directors and 

other decision makers are able to provide their comments and opinions regarding smart 
information systems to the personnel of Organisation X.  

4. Organisations Y: The Case of an Insurance Intelligence Centre 
Using SIS 

This section will focus on Organisation Y: all national healthcare insurance companies share 
their payments data to health care organisations with this organisation (the organisation 
has asked that it and the name of the interviewee be anonymised). An interview was 
conducted with Interviewee Y, who is not involved much in working with smart information 
systems in the organisation, although Interviewee Y has a broad understanding of the 
situation surrounding smart technologies. Interviewee Y is responsible for information 
security, insurance programs, and regulation. During the interview, Interviewees Y’s 
interactions with smart information systems in the company, possible issues associated with 
ethics, technological drawbacks and using of data (accuracy of data and recommendations, 
employment, responsibility, ownership of data, transparency, trust, informed consent, use 
of personal data and security), and how the company addresses these issues were all 
discussed. The interview was conducted by by Natalija Kancevičienė (a research assistant in 
European Network of Research Ethics Committees (EUREC)) in 2018 via telephone. The 
interview was transcribed and evaluated also by Natalija Kancevičienė (EUREC) using 
qualitative analytics software tool NVIVO to categorise, define, and evaluate the content of 
the interview.  
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Table 2. Organisation’s Y interview. 

Duration: 23 minutes  
Interviewee Interviewee Y 

Reference in Case Study Interviewee Y 

Role in Organisation Responsible for information security, insurance programs, and 
regulation 

 

4.1. Description of Organisation Y 

Organisation Y is a private organisation in the health insurance industry. It is the business 
intelligence centre for healthcare insurers, providers and the public. Organisation Y gets 
insurance data from the insurance companies and analyses it to develop relevant 
information for those companies and for research institutions, which they call “information 
products” (e. g. predictive models; information, helping to improve administrative processes 
in healthcare). It also provides public information, for instance on its website. Cities, 
individuals and research projects can make requests for analyses.  

4.2. Description and Aims of Smart Technologies Being Used in 
Organisation Y  

Organisation Y has long used software it designed itself for analysis of the insurance data 
given by insurance companies and insured persons. Organisation Y provides insurance 
companies or other interested institutions (universities, research institutes) with 
information products (they depend on what data analysis the health insurer has asked for) 
which they can use in research or developing policies in health insurance. Organisation Y 
creates insights in healthcare consumption (volume, cost and quality) based on data-
analytics. Among its clients are hospitals, general practitioners, health insurers, the 
government, universities and other research institutes. The software helps Organisation Y to 
achieve the goals they agree with the aforementioned organisations.  

4.3. The Effectiveness for Using SIS for Organisation Y 

Organisation Y also has organisational regulation for proper use of the software. Moreover 
Organisation Y has an external auditor who audits processes to see if everything works 
according to the legislation once every year. That is why Organisation Y has been using the 
software for research for a few years and no significant technological problems have been 
identified.  

 
The software creates insights in healthcare consumption (volume, cost and quality) 

based on data-analytics and helps Organisation Y to make qualitative information products. 
The greatest but not very significant limitation identified by the Interviewee Y is the 
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limitation of data collection. Organisation Y uses only that data which is allowed by the 
health insurer. The interviewee stated that 

 
“All the things we do, we do in consent of the health insurer” (Interviewee Y, 2018) 
 
Although, if any other problems arise (technological, ethical, social, etc.), health 

insurance companies’ representatives or the representatives of universities and other 
research institutes which order information products have a possibility to share their 
concerns with the responsible staff of Organisation Y. Organisation Y works for those 
companies by making information products based on the data the insurance companies give 
them, so it is very interested in keeping the used systems working smoothly. 

4.4. The Effects on Stakeholders 

In Organisation Y the stakeholders are mostly health insurance companies, health 
professionals and patients. Although sometimes universities and other research institutes 
ask to have an analysis of insurance data. According to Interviewee Y there is a direct and 
indirect impact made on the stakeholders: the insurance companies, research institutes are 
those interested stakeholders which get the information products about hour the 
administrative processes in healthcare should be improved, and others (patients, health 
professionals, etc.) are those indirectly effected by the improved processes.  

 
Health insurance companies are the main clients of Organisation Y. They provide 

insurance data for Organisation Y, and Organisation Y, after the data analysis, makes 
information products for them to use in policy making and research. Organisation Y has an 
obligation always to inform them and ask their permission about using the insurance data 
that they have provided. Insurance companies have the ability to provide suggestions and 
comments about the software which is used for analysing the data. Organisation Y has held 
group discussions with the participation of health insurance companies to get their opinions 
and insights about the data analysis. 

 
Insurance data (including personal data) of the patients is used for analysis in 

Organisation Y. They provide their data to the insurance companies, and they must be 
informed about the possibility of their data being used for analysis. If patients want to get 
information as to what is done with their data they can read the privacy statements of their 
health insurer. The policy of Organisation Y is in line with the privacy statements of the 
health insurance companies. 

 
Universities and other research institutes sometimes approach Organisation Y to 

make insurance data analysis with data from insurance companies.  These situations are 
difficult because the universities don’t provide any data themselves, so Organisation Y 
needs to ask insurance companies to let them use their data.  
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5. Ethical Issues from SIS Technology 

There were a number of ethical issues identified during the interviews as a result of using 
smart technologies in the interviewed organisations. These are similar to those identified in 
the literature review, but not identical. Some ethical issues identified in the literature are 
not emphasized as significant or not identified as issues at all in the interviews (such as bias, 
reliability, discrimination, data governance, security and privacy, job losses). However, some 
ethical issues were not mentioned as significant in the literature but were identified as very 
important during the interviews (e.g. trust, informed consent, responsibility). Also 
transparency and accessibility of data as ethical issues appeared to be important in both 
literature and practice. 

Figure 4. Correlation between ethical issues: literature vs. practice. 

 

 

 

 

 

 

 
 
 
 
 
 

5.1. Accuracy of Data and Recommendations 

It is important to state that there is a strong link between accuracy of data and accuracy of 
recommendations. Organisation Y provides insurance companies or other interested 
institutions (universities, institutes) with information products which they can use in 
research or developing policies in health insurance. The recommendations of Organisation Y 
are based on the data given by insurance companies. As the interviewee stated, the 
accuracy of data provided reflects the accuracy of recommendations. 

Organisation X is using qualitative medical data (e.g. medicine used, location of 
pharmacy) and quantitative medical data (information from the receipts for medication) for 
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the identification of fraudulent claims. Also it gets personal information about the client 
(the insured person). They get data from their clients (the insured persons) for claim process 
and enter it into the software. Interviewee X explaned that when data is retrieved from an 
insured person, accuracy is very important. A human mistake could mean that the claim is 
incorrectly identified as fraudulent.  

Another issue identified by Organisation X and related to data is accuracy of 
recommendations, e. g. when the software in some situations identifies uncommon 
behaviour as abnormal. For example, if a person travels all over the country and gets 
medicine from different pharmacies, this could be identified as abnormal and the claim 
incorrectly interpreted as fraudulent.  

5.2. Employment 

When using software for fraud detection, Interviewee X said that they do not need to 
depend only on colleagues’ opinions, because the software selects cases with a possibility of 
fraud and people just need to focus on those cases, instead of inspecting them all. 
Moreover, Organisation X is planning to expand the use of this software and implement it in 
the contracts department. This means that in the future fewer people will be needed for 
identification of fraudulent claims and contracts processing.  

5.3. Responsibility 

Responsibility is understood quite differently between Organisation X and Organisation Y, 
but it is because of the differences in their functions. Organisation X is working with data 
received directly from insured persons, so they are responsible for it. That is quite clear for 
them. They are working according to all national and European data protection regulation 
laws, and they have in-house quality control mechanisms to protect the data.  

Organisation Y uses insurance data from insurance companies, rather than from 
insured persons. Health insurance companies are the clients of Organisation Y. Organisation 
Y identifies itself as responsible for the data and conducts quality analysis of it as much as 
necessary to comply with the informed consent of the insurer and with the goals identified 
between Organisation Y and the insurance company. Organisation’s Y responsibility is 
directed to the insurance company but not the insured person.  

5.4. Ownership of Data 

Organisation X has no issue with ownership of the data, because they clearly understand 
and identify that the data used for identification of fraudulent claims and for claims analysis 
is the data from insured persons and it is their (the insured person’s) data. Although in 
practice there are situations (for example, when using the data for fraud detection) when 
they say that:  
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“The respective person perhaps does not know that they use the data for fraud 
detection” (Interviewee X, 2018) 

Organisation X works according to all national and European data protection 
regulation laws, so they don’t identify any problems in these situations, but a possible 
ethical concern may be, that the insured person isn’t informed, what is being done with 
his/her personal information.  

For Organisation Y, which uses insured persons’ data for analysis to make 
information products (predictive models, recommendations how to improve administrative 
processes in healthcare, etc.) for health insurers, the situation is perceived to be completely 
different. Organisation Y uses data of insured persons’ (e.g. personal data and insurance 
data) but they identify it as the property of the insurance company, not of the person. 
Interviewee from Organisation Y said that insurance companies are responsible for ensuring 
that insured people are informed as to how their data is used. Organisation Y gets informed 
consent from insurance companies as their clients. They conclude an agreement, which 
states the goals of the relationship and elaborates the uses of the insurance data. 
Organisation Y does not worry whether insured persons know of the relationship. 
Organisation Y states that their work is transparent, that they are working according to the 
data protection regulation and also they have annual audits to ensure that their software is 
working properly. They give information about the use of insurance data in their website for 
the public, but they identify the insurance data as the property of the insurance company. 
As the interviewee stated, “it’s their data”. 

5.5. Transparency 

Organisation X states that smart technology used in the organisation is more or less 
transparent for both the direct users and the personnel working with smart information 
systems (IT department). However, the smart technology used in the organization is not 
transparent to people outside the organization because Organisation X does not inform 
those people as to how smart information system in their organization works. For example, 
a person outside the organisation doesn’t get the information about the criteria of how one 
or another claim is identified as fraudulent. Also clients are not always aware why smart 
technology makes one or another decision, but they are informed on the general level as to 
how it works.  

Organisation Y tries to be as transparent as possible for the stakeholders: the insured 
persons, health insurance companies, and universities. Moreover, they have rules in the 
software itself. Yearly audits made by an external auditor also help to ensure transparency 
in Organisation Y.  

In both organisations (Organisation X and Organisation Y) all stakeholders have the 
ability to share any concerns with the organisation – if they find some aspects concerning 
transparency in data collection, data analysis, informing about handling personal 
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information troubling, they always have a possibility to share them. In Organisation’s X 
situation there is a board of directors which can give their feedback about the processes in 
the company (including the software), and a quality control mechanism to ensure that 
everything is working as it should. Organisation Y gets feedback from insurance companies. 
As they say  

“We are trying to be as transparent as possible” (Interviewee Y, 2018) 

 “If they have problems they will directly tell us” (Interviewee Y, 2018) 

5.6. Trust 

Trust is very important for Organisation Y. Health insurance companies are their main clients 
and it is very important for Organisation Y that health insurance companies would trust 
them. They are less concerned about the trust of insured persons, but that follows from the 
specifics of their functions.  

It is very important for Organisation Y to follow the goals agreed between them and 
the health insurer,  

“We follow their orders” (Interviewee Y, 2018) 

They also send requests to health insurance companies every month to get their 
consent for using insurance data for other purposes, for example meeting requests from 
universities or institutes to use the data for research. Organisation Y states that they do not 
do anything without the consent of the health insurer.  

5.7. Informed Consent 

Organisation X uses personal information of insured persons in the identification of 
fraudulent claims. Interviewee X said that there is no specific informed consent is sought for 
using their personal information for this purpose. Although Organisation X does not see a 
problem, that the person isn’t informed clearly about this use of his/her personal 
information in that as they are working according to the data protection regulation of 
Germany and of the European Union. 

Organisation Y has legal restrictions on its use of personal and insurance data of 
insured persons. As the interviewee stated,  

“Every time they are using the data for something they have to ask for the health 
insurers if they agree” (Interviewee Y, 2018) 

Organisation Y does not have an obligation to get informed consent from insured 
people whose data they use. On their behalf, health insurance companies have to get 
informed consent from insured people. Organisation Y gets the data directly from the 
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insurance companies: as they say, “it’s their data”. The only informed consent Organisation 
Y is concerned, is the informed consent of the insurance company.  

5.8. Use of Personal Data and Security 

Both Organisation X and Organisation Y use personal data of insured persons to achieve 
their goals. Organisation X uses it for fraud detection and claims analysis, Organisation Y for 
making information products for insurance companies and research data for universities 
and institutes.  

To address possible ethical issues associated with the use of personal data of insured 
persons, Organisation X is working according to the data protection regulations of Germany 
and the European Union. Although there is no organisational policy for use of personal data 
in the Organisation X. Additional in-house mechanisms to ensure maximum security of the 
data used by the software for fraud detection are employed. They have a set of rules to use 
the software properly and a quality control system, which they apply to every process of 
their work.  

Organisation Y, besides legal instruments (national, European and organisational), 
has an external auditor which conducts audits of the system and other processes every year, 
to ensure that everything is working properly. They also have implemented rules directly in 
the software to ensure security. They also send requests to health insurance companies 
every month to get their consent for using insurance data for other purposes, for example 
meeting requests from universities or institutes to use the data for research. Organisation Y 
states that they do not do anything without the consent of the health insurer. Organisation 
Y has also implemented rules directly in the software to ensure proper use of personal data.  

All in all, both Organisation X and Organisation Y have mechanisms to address 
possible use of personal data and security issue, but they only tackle those aspects, which 
they identify as more important for the organisation. For example, Organisation X doesn’t 
have any organisation policy for the use of personal information. Also, they state, that 
Organisation X is working according to the European Data Protection Regulation, but 
Organisation X doesn’t have an internal mechanism to ensure that. In the Organisation Y, 
the main concern is not the person himself/herself whose information is being used for the 
analysis, but only the information of the insurance company which is the direct client of the 
Organisation Y. All these remaining issues should be addressed in the future. 

6. Conclusion 

From 2016, more has been invested into implementing mart information systems in the 
insurance sector than any other. Today half of the insurance companies in the world are 
looking at strategic alliances or joint ventures with InsurTech companies to speed up their 
alignment with the digital marketplace. This case study demonstrates where smart 
information systems are being used in the insurance sector, why they are required, what 
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benefits and what possible harms they could bring to companies, employees and the 
customers. Despite the need of implementation of smart information systems which is 
understood as needed to compete with other insurance companies, there are many social 
and ethical issues that need to be addressed in the implementation of smart technologies in 
the sector.  
 

The interviews show that when using smart technologies in the insurance sector 
some ethical issues identified in the literature are not emphasized as significant or not 
identified as issues at all in the interviews (such as bias, reliability, discrimination, data 
governance, security and privacy, job losses). However, some ethical issues were not 
mentioned as significant in the literature but were identified as very important during the 
interviews (e.g. trust, informed consent, responsibility). Transparency and accessibility of 
data as ethical issues appeared to be important in both literature and practice.  

 
Of course, there is a possibility that such conclusions are associated with the 

different backgrounds of the interviewees, but their roles in the organisations are significant 
and broad, so their knowledge on the ethical issues should be considered as similarly 
significant. Also the mentioned issues could seem less important to the interviewees, 
because there is no clear legislation on those. Both organisations (Organisation X and 
Organisation Y) are private ones, so possibly their view on ethical issues is more practical - 
possibly they acknowledging only those issues, which can bring legal amenability and disrupt 
their work. If not – they are considered as not so important.  

 
It is worth mentioning that both interviewed companies (Organisation X and 

Organisation Y) are putting considerable energy into addressing the issues identified by, for 
example, conducting annual audits, collecting feedback from staff and clients, cooperating 
with the board of directors, and following European, national and company regulations. 
Those smart information systems related internal issues, that have not yet been identified 
by organisations in the insurance sector, should be identified and addressed in the near 
future. That is a crucial part for ensuring flawless implementation of smart technologies and 
further use in the insurance sector, without harming neither the insured persons, nor other 
insurance companies and employees. Moreover the literature review and the case study has 
shown, there are few if any policy documents for using SIS in the insurance sector. The only 
policies used are General Data Protection Regulation and other national policies on data 
protection. But data protection and privacy are important topics in the context of smart 
information systems in insurance. Therefore, it is important to create at least national 
policies on using smart technologies in insurance and implement the findings from this case 
study.  
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6.1. Limitations 

There are no limitations of the technology itself, according to the organisations 
(Organisation X and Organisation Y) the software works fluently. Two significant limitations 
were raised in working with the software. First is the possibility of identifying strange or 
unusual behaviours of insured persons as fraudulent even if they are not (false positives). 
This is the limitation which is acknowledged by Organisation X, and explains why any final 
decision is still made by a human. The software merely identifies claims with a high 
possibility of fraud. After that a human goes through the claim and confirms that the 
software made the right decision. Organisation X has quality control systems to minimize 
the possibility of this kind of mistake, but the limitation still exists and must be 
acknowledged by the organisation and its employees. That the final decision is still made by 
humans resolves this limitation for the time being.  

Another identified limitation is data collection. Organisation Y highlighted that the 
software is not able to get information for the analysis itself. It must be manually collected 
from insurance companies. The software only analyses collected information. It is important 
to state that there is a strong link between accuracy of data and accuracy of 
recommendations. Organisation Y provides insurance companies or other interested 
institutions (universities, institutes) with information products which they can use in 
research or developing policies in health insurance. Although, Organisation Y does not see it 
as an very important limitation for the company, because it makes information products 
only for those insurance companies who provided the information so actively nothing is 
being done to address this limitation. In the future, though, there should be some measures 
to control the quality of the information because the results of the analysis are sometimes 
used by other institutions (universities, other research institutions) in research. 

6.2. Contribution to Knowledge 

The findings of this case study could make a significant contribution to existing knowledge 
on ethical issues when using smart information systems in the insurance sector. One reason 
has been stated in the literature review - CEOs of insurance companies see great benefits of 
SIS (e.g. personalised interactions with customers, higher customer satisfaction, and 
financial savings). That means that in the near future smart technologies in the insurance 
sector are going to be a necessity if a company wants to compete in the field and the 
implementation of them will rise very fast.  

Another reason has been found in the interviews. They have shown that when using 
smart information systems in the insurance sector some ethical issues identified in the 
literature are not emphasized as significant or not identified as issues at all in the interviews 
(such as bias, reliability, discrimination, data governance, security and privacy, job losses). 
However, some ethical issues were not mentioned as significant in the literature but were 
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identified as very important during the interviews (e.g. trust, informed consent, 
responsibility). Transparency and accessibility of data as ethical issues appeared to be 
important in both literature and practice. That shows that the theoretical knowledge of 
implementing smart information systems into the insurance sector and possible issues rising 
in the process differs from practice. Findings of this report could help to broaden the 
theoretical perspective of this situation and highlight other possible issues (e. g. lack of 
smart technologies related ethical knowledge in organisations, technologically oriented 
approach into the situation). 

6.3. Implications of This Report 

This report uses information from insurance companies using SIS in practice so the findings 
are highly significant. The differences between the consideration of importance of the 
ethical issues identified in the literature and in the interviews hopefully will provide 
guidance to the insurance companies integrating smart information systems. Moreover, the 
findings of this report will encourage insurance companies to analyse the situation in their 
organisations more closely before implementing smart information systems in their practice 
and help them to understand that smart technologies are not only tools to make their life 
better, but also tools of great responsibility, which, if not used properly could harm not only 
the company but also the insured people.  Hopefully, in the future, the results of this report 
also provide policymakers with information about possible issues when using SIS in the 
insurance sector.  

 
6.4. Further Research 

This report offers a literature review and findings on the case study on ethical and 
legal issues when using smart information systems in the insurance sector from both 
theoretical and practical perspectives, although there may be additional matters that need 
to be evaluated in the future. Additional case studies would be needed to evaluate the 
differences of ethical and legal issues between other types of companies (for-profit and not 
for-profit, huge corporations and small organisations, etc.).  

 
It is substantial for companies in the insurance industry to acknowledge all ethical 

problems identified in this report as significant ones. There are already many 
recommendations developed to address ethical issues when using smart technologies in 
insurance, but the problem is that it is not known how to implement those 
recommendations into policy. Much more research should be done on the best possible 
ways to implement theoretical recommendations into policy and then into practice (e. g. 
practical examples, case studies, simulations, theoretical approach).  
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The conclusions of this report should encourage conducting similar case studies and 
provoke qualitative and quantitative studies in broader range of insurance companies, 
countries, smart technologies to get as most reliable results as possible in the future. 
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Executive Summary 

This case study explores the principal ethical issues that occur in the use of Smart Information Systems 
(SIS) in smart grids and offers suggestions as to how they might be addressed. Key issues highlighted 
in literature review have been reviewed and the views of two interviewees employed in Liander have 
been accounted for. The aim of this case study is to identify which ethical issues arise from the use of 
SIS in cybersecurity, the current efforts for the organisation to address them, and whether 
practitioners are facing additional issues not addressed in current literature.  The literature review 
highlighted mainly ethical issues around health and safety, privacy and informed consent, cyber-risks 
and energy security, affordability and equity, sustainability. The key topics raised by interviewees 
evolved around privacy and to some extend cybersecurity. This may be due to the prevalence of the 
issue within the sector and the company in particular or due to the positions held by interviewees in 
the organisation. Issues of sectorial dynamics and public trust, codes of conduct and regulation which 
are not discussed in the literature.  The case study hence highlights the ability of case studies to 
identify ethical issues not covered (or covered to an inadequate degree) in academic literature and 
yet which are facing practitioners in the energy sector. 
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Smart Grids and Ethics: A Case Study  

“As a crucial element of our overall energy and climate strategy, we need to ensure that our energy 
infrastructure is sustainable, goal-oriented and operational.”  

Miguel Arias Cañete, Commissioner for Climate Action and Energy 

The energy sector represents the critical infrastructure upon which all other economic activities, 
modern life conveniences and services, including the wide spectrum of information and 
communication technologies (ICT) are based. The expected demands on the energy sector over the 
coming years will be immense, due to the proliferation of ICT technologies and their ubiquitous use in 
all aspects of social and economic life.  

Many factors will increase society’s electricity demands in Europe, such as the advent of Internet of 
Things44 (IoT) sensors, the increased digitalisation of social life due to robotics and blockchain45, the 
further digitalisation of industry, and the transition from fossil fuel-powered to electric cars. In 
parallel, to tackle climate change and decrease reliance on imported fossil fuels, Europe is pushing 
for greater integration of renewables in the mix of energy production sources. In combination, both 
put great pressure on the capacity of Europe’s pre-existing energy distribution network 
infrastructure, which cannot currently scale up to meet expected demands, at least not if managed 
in traditional ways. European countries have two options (EC Com 356, 2014):  

a) invest in upgrading energy infrastructure networks; or  
b) optimise the use of the existing infrastructure capacity by utilising SIS.  

On the supply side, improved efficiency can derive from better management of volatile renewable 
energy generation solutions, improved maintenance of the energy grid infrastructure, and even 
enhancing modelling of demand needs and thereby infrastructure investments. On the demand side, 
improved efficiency can derive from shifting energy consumption patterns through real-time demand-
response pricing and load balancing across the grid (EC, 2016).  

While the use of SIS systems in energy distribution, i.e. in smart grids, hold the promise that countries 
will be able to ensure affordable and sustainable energy for the ever-increasing energy demands of 
smart living (EC, 2016), it presents a number of ethical challenges (Sarvapali, et.al, 2012).  

This case study reviews the social, ethical, and human rights issues arising from the utilisation of SIS 
systems (AI technologies and big data analytics) in the energy sector and in particular in smart energy 
grids.  Section 1 explains the use of SIS in the energy sector and in particular in energy distribution via 
energy grids. Section 2 will review the current implementation of big data and AI-powered analytics 
in the energy sector and the ethical issues that may arise as a result. It will focus on the types of SIS 
technologies being used and highlight the range of social and ethical issues surrounding their use. 

                                                           
44 “The interconnection via the Internet of computing devices embedded in everyday objects, enabling them to send and 
receive data”. Source: https://en.oxforddictionaries.com/definition/internet_of_things 

45 “A system in which a record of transactions made in bitcoin or another cryptocurrency are maintained across several 
computers that are linked in a peer-to-peer network.” Source: https://en.oxforddictionaries.com/definition/blockchain The 
term is now used for recording exchanges beyond cryptocurrency. 
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Section 3 will analyse Liander, a Dutch utility company. Section 4 will explore and critically evaluate 
ethical issues arising from the introduction of SIS technologies in smart grids in practice, through 
interviews conducted with Liander staff members. This section will evaluate whether there are policies 
and procedures in place to tackle these issues, and what the protocol is for addressing concerns. 

1. The Use of SIS in Smart Grids  

The use of SIS systems in energy promises to ensure sustainable affordable energy for the ever-
increasing demands of smart living without big investments in the energy distribution systems in two 
ways. First, SIS systems allow to optimise the management of energy demand and energy supply from 
existing resources. Smart grids involve a host of intelligent technologies to improve the management 
of the energy distribution network that connects energy producers with consumers. These include: 

• sensors that collect real-time information about energy quality at different points along the 
distribution network,  

• sensors that collect information about consumption via smart meters installed in people’s 
houses,  

• mechanism to analyse all collected data in order to better predict energy needs, optimise 
supply and demand and swiftly respond to unpredicted changes in either, and 

• finally means to provide the necessary insights to design incentivisation programmes to 
change energy consumption behaviours. 

Second, smart grids enable the safe incorporation of renewables and green electricity into the grid. 
While renewables are a key component of Europe’s sustainability goals, their integration poses a 
challenge for traditional power grids. Surges of power generated by renewables may overcharge the 
grid leading to power cuts and costly maintenance work, or compromise the reliability and quality of 
the electricity provided (Rathi, 2017). SIS systems allow to safely manage the risks from integrating 
renewables into the energy production mix.  According to Liang (2017), quality issues arise from:  

• voltage and frequency fluctuations that can be caused by the intermittent nature of 
renewable energy production due to changing weather conditions and 

• harmonic (wavelength) distortions introduced by electronic devices utilised in renewable 
energy generation. 

 

Such risks introduced by renewable energy technologies may affect the performance of electrical 
equipment, particularly sensitive electronic devices. A number of problems can compromise the 
performance and reliability of electronic systems, such as equipment shutoff, errors or memory loss, 
loss of data and burned circuit boards, reader errors and the like. To handle such volatility requires 
the monitoring and control of electricity from the point of production to the point of consumption, as 
well as real-time adjustments in energy distribution depending on fluctuations in weather conditions, 
fluctuations in energy generation and demand and other factors that can affect the quality of the 
energy supply (Rojin, 2013). Hence, the use of smart grid technologies can help solve the Energy 
Trilemma: how to secure (energy security) affordable energy for all (energy equity) in a sustainable 
manner (environmental sustainability). 
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Energy security: Effective Management 
of primary energy supply from domestic 
and external sources, reliability of 
energy infrastructure, and ability of 
energy provide to meet current and 
future demand.  

Energy equity: Accessibility and 
affordability of energy supply across the 
population.  

Environmental Sustainability: 
Encompasses achievement of supply- 
and demand-side energy efficiencies 
and development of energy supply from 
renewable and other low-carbon 
sources.  

 

Figure 1: The three dimensions of the energy trilemma. Source: World Energy Trilemma Index 2018, World Energy Council 
2018 at: https://trilemma.worldenergy.org/reports/main/2018/2018%20Energy%20Trilemma%20Index.pdf 

The application of SIS in the energy sector in Europe is deployed within the wider context of 
accelerating the European Energy System transformation set out by the Integrated Strategic Energy 
Technology Plan (SET-Plan) (EC, 2016). The SET plan was originally conceived in 2008, and amended in 
2015 to introduce steps towards a pan-European Energy Union. It seeks to accelerate knowledge and 
technology transfer and adoption, foster research and development (R&D), and drive the uptake of 
low-carbon energy technologies to reach energy and climate change goals and achieve the transition 
to a low carbon economy by 2050 (EC, 2016). The plan makes provisions for dealing with the 
technological challenges posed by renewables, their volatility in energy production and their 
distributed nature. It also makes provisions for the integration of the upcoming electric transport 
systems and IoTs in an integrated energy system, which will require new protocols of data exchange 
and collaboration across the energy, transport, and ICT sectors and regulators. The plan sets out a 
number of priorities to facilitate innovation in the sector with the view to develop and implement 
solutions that can help (a) maximise the value and lifetime of the existing grid to defer large lump sum 
investments in costly new infrastructure, and (b) integrate power from renewable generation sources 
and distribute it at a local or regional level (see Figure 2 below). 

Energy 
security

Environ-
mental 
Sustain-
ability

Energy 
Trilemma

Energy 
equity
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FIGURE 2: TOP 10 PRIORITIES OF THE SET PLAN RATIFIED IN TALLINN 2016.  SOURCE: 
EC (2016) TRANSFORMING THE EUROPEAN ENERGY SYSTEM THROUGH INNOVATION: 
INTEGRATED STRATEGIC ENERGY TECHNOLOGY (SET) PLAN PROGRESS IN 2016 
(DOI:10.2833/661954), LUXEMBOURG: PUBLICATIONS OFFICE OF THE EUROPEAN 
UNION, 2016 

 

Smart grids involve a host of intelligent technologies to improve monitoring and control of energy 
consumption, and communication technologies to address operational issues around distribution and 
production, but also collect real-time information about energy consumption from consumers via 
smart meters. It is worth noting that such technologies do not substitute but complement traditional 
grids. Such technologies comprise:  

• HAN (Home Area Networks), which ensure the communication between smart meters and 
smart appliances 

• WASA (Wide Area Situational Awareness) which provides monitoring of performance and 
ensures dynamic prevention and response services when necessary. 

• SCADA (Substation Supervisory Control and Data Acquisition) systems, which are used to 
monitor and control energy plants or equipment, as well as transportation. 
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• AMI (Advanced Metering Infrastructure) which allows smart meters to communicate with the 
grid. 

• PMUs (Phasor Measurement Units) which allow the concurrent, real-time monitoring of energy 
supply systems by measuring electricity current and voltage by amplitude and phase across 
selected locations (stations) of the grid. 

• WAMPAC (Wide Area Monitoring Protection and Control) which ensures the security of the 
power system.  

• IEDs (Intelligent Electronic Devices), smart devices which can communicate with each other 
and with SCADA to enable fault detection and rectification.  

• FACTS (Flexible AC Transmission Systems, such as Unified Power Flow Controllers), which 
enable long distance transport and integration of renewable energy sources.  

Energy data from a variety of sources is combined and analysed (ENSI 2016), in order to:  

• Develop a responsive power grid to achieve appropriate levels of reliability, resilience and 
economic efficiency in the face of the fluctuations of renewable power generation. Smart 
power grids optimise not only the seamless integration of sustainable power, but also its 
storage, its connection with other networks (e.g. heat and cold, transport), and the inter-
regional exchange of power.  

• Develop local and regional energy systems to facilitate the integration of renewables in the 
local or regional supply by 2030, and enable the inter-regional exchange of spare energy, as 
well as the security and resilience of European energy systems (see Figure 3 below) .  

Smart grid management systems require the analysis of real-time energy consumption data and 
energy production data. AMI collect household energy consumption data, as well as data relating to 
voltage quality, power quality, active energy and reactive power, as well as diagnostics information 
about the condition and control of the smart meter itself (pinging the meter) and operational status 
(indicators, alarms and error messages) from the meter. 

The use of artificial intelligence and big data analytics in the energy sector is nascent. It is contingent 
upon the widespread adoption of smart meters by the public. According to an EC study (2014), there 
were 45 million electricity smart meters installed in Finland, Italy and Sweden representing only 25% 
of the potential market penetration in these countries. This number has increased to around 60% by 
2018, but still falls behind the expected levels of smart meter penetration of 80% that is necessary to 
require and justify the use of such systems for energy management. Nevertheless, progress towards 
this goal is likely to be rapid. In 16 European Member States (Austria, Denmark, Estonia, Finland, 
France, Greece, Ireland, Italy, Luxemburg, Malta, Netherlands, Poland, Romania, Spain, Sweden and 
the UK) rollouts of smart meters by 2020 or earlier are planned, and Poland and Romania have already 
seen consumer benefits.   
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In Germany, Latvia and Slovakia, smart metering was found to be economically justified, but only for 
particular groups of customers, while the business case in terms of consumer benefits across the 
population was either negative or inconclusive in Belgium, the Czech Republic, Germany, Latvia, 
Lithuania, Portugal, and Slovakia. No roll out plans were available in Bulgaria, Cyprus, Hungary and 
Slovenia.  In 15 of the 16 Member States, distribution system operators (DSOs) are responsible for 
installing smart meters in households which are to be financed via network tariffs46. DSOs are 
responsible for energy distribution infrastructure (mainly electricity and gas piles, exchanges, etc.). 
Not only are DSOs responsible for installing the meters, but also for data analytics in most countries, 
with the exception of Denmark, Estonia, Poland and the UK, where data will be handled by an 
                                                           

 

Figure 3: Current Innovation Priorities of SET plan Source: Regulatory Innovation Zones for Smart Energy Networks 
Source: ENSI (2018) Regulatory Innovation Zones for Smart Energy Networks [online] Available at 
https://www.youtube.com/watch?v=JyR9aitMfIU [Accessed 27 Nov, 2018]     

https://www.youtube.com/watch?v=JyR9aitMfIU
https://www.youtube.com/watch?v=JyR9aitMfIU
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independent central data hub; and with the exception of Czech Republic, Germany and Slovakia where 
alternative options for data handling are being considered. The European Commission requires that 
companies advise customers on how best to balance their energy consumption and enable new 
energy related services and products. This hinges on access to real-time customer information and 
raises issues of profiling due to the gathering and storing of sensitive information on the household 
energy footprint, and stored data in the light of privacy and confidentiality policies (EC Com 356, 2014).  

The European Energy Union aspires to connect different country networks in an integrated energy 
system. This will require data and knowledge exchange as well as collaborations across the energy, 
transport, and ICT sectors, experts and regulators transnationally. The stakeholder landscape in the 
energy sector is beginning to change, giving rise to the development of cross-sectoral and cross-
country collaborations, such as the European Technology and Innovation Platform on Smart Networks 
for the Transition, with the participation of industry representatives, research, academia, and users 
(see Figure 4 below). The development of cross-border groups is an interesting development in that 
there is an international collaboration between DSOs to tackle common issues, which is of particular 
interest to the case below. Platforms for a public debate with the participation of all types of future 
energy providers might be more useful in voicing concerns, getting public commitments towards 
agreed courses of action and informing policy and regulations. 

 

 

FIGURE 4: THE SMART GRID INNOVATION LANDSCAPE: THE EUROPEAN TECHNOLOGY AND INNOVATION 
PLATFORM ON SMART NETWORKS FOR THE TRANSITION INVOLVES INDUSTRY REPRESENTATIVES, RESEARCH, 
ACADEMIA, AND USERS. SOURCE: HTTPS://SETIS.EC.EUROPA.EU/SYSTEM/FILES/COMMUNICATION_SET-
PLAN_15_SEPT_2015.PDF  

 

Not only does the relationship between companies within the energy supply chain is beginning to 
change, but also the relationship between companies and customers. Smart utilities promise 
consumers greater control over their energy consumption choices by collecting and providing 
customers with real-time information related to energy use and pricing. In addition, the role of end 
users in the energy value chain is likely to change. With the advent of household renewables solutions, 

https://setis.ec.europa.eu/system/files/Communication_SET-Plan_15_Sept_2015.pdf
https://setis.ec.europa.eu/system/files/Communication_SET-Plan_15_Sept_2015.pdf
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end users will increasingly generate their own power to use, give back to the grid or exchange at a 
local level. Hence their role will increasingly change from that of passive consumers of energy to that 
of an energy prosumer47. This will require the development of smart household energy management 
and billing systems that can become an extension of the existing energy grid (IEA, 2017). 

Typically, end users receive their household energy from energy providers (gas and electricity 
companies) with whom they have a contract agreement. Many such utilities struggle to garner their 
customers’ support for the installation of smart meters in households, particularly in Europe and the 
USA. The two primary concerns fuelling the resistance to smart meters relate to health and data 
privacy issues. Customers, in general, are uncomfortable with commercial organisations, including 
utilities, possessing such fine-level data that can give away intimate information about one’s lifestyle 
(EC Com 356, 2014). Aside from privacy, a number of other ethical issues relate to the use of SIS in 
smart grids. 

 

2. Ethical issues of using SIS in smart grids  

Despite the wide range of articles on smart grids, there has been very little research on the ethical and 
legal implications of using SIS technologies in energy. The installation of smart meters in the 
mainstream is not completed. Consumer research that has taken place relies mostly on pilots with 
interested parties and looks at the response and use of such technologies, from a functional rather 
than an ethical perspective. There have been few articles that have cohesively addressed ethical issues 
of SIS technology in the energy sector. A key issue receiving little attention at present is the 
implications of energy grids for energy justice and transitional justice to smart grids. Smart grids and 
their management are only a part of the new energy ecosystem and will likely become the key 
customer platform and key industry gatekeeper collecting customer insight. There seems to be an 
underlying mistrust towards energy players and governments about their positions and commitments 
towards practices that benefit society as a whole once implementation takes place.   

Anticipated consumer benefits, such as energy savings, are predicated on the collection and analysis 
of granular information on household energy usage via smart meters, but these can be used to reveal 
detailed information about people’s private lives within the home, raising serious questions at a 
technical and policy level about in-home surveillance and how to address consumers’ privacy 
interests. These issues have been particularly controversial for gaining user acceptance in the US and 
Europe (Weaver, 2014).  In addition, energy systems are strategic targets for economically-motivated 
cybercrime, cyberterrorism, and even cyberwar. Smart grids have ICT dependencies that make them 
more prone to additional security risks (perpetuated by deficiencies in system configurations, network 
design, software and platform vulnerabilities or lack of standards and policies). Hence, the use of SIS 
in the energy sector brings into question societal norms around competing priorities and around the 
deliberation processes for resolving conflicts and reaching consensus.  

                                                           
47 Prosumer: “A prosumer is a person who consumes and produces a product. It is derived from "prosumption", a dot-com era business 

term meaning "production by consumers". These terms were coined in 1980 by American futurist Alvin Toffler, and were widely used by 

many technology writers of the time. Today it generally refers to a person using commons-based peer production.” Source: Wikipedia: 

https://en.wikipedia.org/wiki/Prosumer 

https://en.wikipedia.org/wiki/Consumption_(economics)
https://en.wikipedia.org/wiki/Production_(economics)
https://en.wikipedia.org/wiki/Product_(economics)
https://en.wikipedia.org/wiki/Dot-com_bubble
https://en.wikipedia.org/wiki/Futurism
https://en.wikipedia.org/wiki/Alvin_Toffler
https://en.wikipedia.org/wiki/Commons-based_peer_production
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This section explores the ethical tensions related to the smart grid. Section 2.1 refers to ethical issues 
arising from the impact of smart grids on people’s health. Section 2.2 deals with implications around 
privacy and industry practices around eliciting informed consent. Section 2.3 deals with cybersecurity 
risks threatening energy security.  

 

2.1 Health and Safety: Does the smart grid make us unhealthy? 

The wireless communication between smart appliances and the smart grid raises health and safety 
concerns relating to radio frequency radiation and its possible carcinogenic effects. Similar concerns 
are associated with cell phone usage. Research conducted by the Electric Power Research Institute on 
the health implication of the radio-frequency exposure of smart grids indicated that levels fall within 
acceptable thresholds as defined by the Federal Communications Commission (FCC) for the general 
public. Yet, adverse public perceptions persist. This has led to various levels of resistance and disputes. 
For example, in California, citizens and municipalities have resisted the rollout of smart meters, taking 
the case to the Federal court. The matter also remains open for debate by the International Agency 
for Research on Cancer (IARC, 2011). While the case was recently resolved in court, negative 
perceptions about potential health risks still persist (Weaver, 2018). 

 
2.2. Privacy and Informed Consent: Does the smart grid give away 
household privacy? 

Privacy concerns relate to the granularity of electricity consumption data that can be collected about 
a household and the intimate lifestyle information that can be inferred from it. For instance, smart 
meters can tell when someone is at home, whether they are cooking, taking a shower, or watching TV 
based on the monitoring the energy consumptions patterns (loads) of such appliances.  Customers in 
general are uncomfortable with commercial organisations, including utilities, possessing such fine-
level information (Gray, 2018). Some people also object to the mandate of being told to have a smart 
meter installed, unaware of how this decision was made and who were involved in this decision. 
Objections are then related to trust and transparency (Gray, 2018, Knapman, 2018). To mitigate such 
concerns, and in response to the General Data Protection Regulation (GDPR), utilities have embarked 
on educating customers regarding their privacy policies, the reasons behind data collection and 
sharing, accessing of data, and consumer rights.  

Ofgem, the government regulator for gas and electricity markets in Great Britain for example,  informs 
citizens of their rights and suggests that energy suppliers and network companies access smart meter 
data no more than once every 30 minutes to ensure accurate billing, carry out other essential tasks 
and share data (with customer consent) with third parties to offer them new products/services, such 
as dynamic billing options (see Smart Meter Your Rights at Ofgem.gov.uk).. Yet, the British Chartered 
Trading Standards Institute (CTSI) have, however, received complaints from citizens about being 
misinformed and pressured to install smart meters, potentially breaching Consumer Protection 
Regulations and raising doubts about the industry’s overall ethical code (Knapman, 2018). 
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New market players such as aggregators and storage operators are expected to offer dynamic 
consumption advice as a service to residential customers, contingent upon customers’ consent to 
share their household consumption data. The company Efficiency 2.0, for example, delivers energy 
efficiency via customer engagement programmes, combining personalised technology portfolios and 
energy conservation actions with rewards and loyalty incentives to optimize energy savings48. This 
raises the question as to who will be able to afford such services and at what cost. Given the high cost 
of energy as a percentage of discretionary income for poorer families, it also raises the question as to 
whether poorer families can afford to opt out from giving their consent if this is the only way to get 
cheaper energy, or will they be indirectly coerced into it? Furthermore, those who live in e.g. 
government-assisted accommodation where electricity is paid by the state or are occupants in shared 
private housing where the landlord controls the energy supply may not be given the option to consent 
individually. 

 
2.3. Cyber-risks and Security: Do we jeopardise energy security? 

Cyber-attacks on the smart grid can do significant damage, yet are still inadequately addressed, due 
to their low probability of occurrence (Eder-Neuhauser, et. al., 2017). Using coordinated, distributed 
resources, cyber-attacks could potentially target sufficient critical power control equipment 
simultaneously to originate cascading effects and eventually cause the system to collapse. This would 
not only be harmful to system integrity but also poses huge risks to human safety. The use of sensors 
and IoT networks opens up the energy grid to cyber-attacks that can cause disruption to energy 
distribution flows and even to the distribution infrastructure itself. As energy is fundamental for all 
aspects of modern living (from cooking to heating to telecoms), such disruptions can directly affect 
people’s wellbeing.  

To date, cyber-attacks on the energy grid have been sparse but raise significant concerns. In 2015 and 
again in 2016, hackers launched a cyber-attack on West Ukraine’s power grid (Cherepanov,2016). The 
Industroyer malware hijacked standardised industrial communication protocols, which are used in 
most critical infrastructure systems, to take direct control of electricity substation switches and circuit 
breakers to cut electricity in 250,000 households in Western Ukraine for several hours (Cherepanov 
and Lipovsky, 2017).  Lying dormant until instructed otherwise, malware can be reactivated remotely 
to overwrite documents with random data or make the operating system unbootable. Cyberattacks 
on the energy grid have knock-on economic implications for citizens at a national level, and have cost 
the UK 545 million euro in losses alone, while global losses were estimated to be 1.69 billion euro in 
2018 (Tofan et. al, 2016).  

 

                                                           
48 Interestingly, the company was acquired and is not part of C3 platform, now offering behavioural and AI data analytics platforms for 

smart grids a platforms source https://www.greentechmedia.com/articles/read/c3-acquires-efficiency-2-0#gs.v0jhVeYy  

https://www.welivesecurity.com/author/acherepanov/
https://www.greentechmedia.com/articles/read/c3-acquires-efficiency-2-0#gs.v0jhVeYy
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2.4. Affordability and energy equity49: A new criteria to set society 
apart 

One of the key drivers for the smartification50 of energy grids is to create energy abundance, or at 
least sufficiency, without the need for costly infrastructure investments, in order to maintain energy 
affordability for all (Ricci, et. al, 2012). The introduction of smart grids and active demand systems that 
monitor and incentivise alternative energy consumption habits can enable dynamic consumption of 
energy by enabling customers to shift their consumption to take advantage of dynamic pricing (ibid.).  

Industrial and commercial organisations have experts who work on optimising energy requirements 
for their organisations. Citizens, however, lack the expertise, drive and flexibility to change their 
lifestyles according to dynamic pricing. The same holds for most SMEs and their energy consumption 
patterns (Faruqui, 2010). Energy aggregators and storage operators are expected to offer alternative 
services to facilitate dynamic consumption and manage the energy production of individual or 
community owned renewables. Nevertheless, smart energy systems will pose energy equity dilemmas 
around energy justice. For example, while the cost of the energy grid is funded via taxation and hence 
shared between citizens, the benefits from transition to smart grids are not equally shared. Affluent 
consumers (e.g. those who can afford electric cars or to invest in photovoltaic energy production) will 
reap the benefits of smart grids earlier and to a larger extent. Smart grids also raise questions about 
the potential of algorithmic bias in managing energy distribution. For example, how can we ensure 
that energy distribution algorithms will not be designed to favour charging an affluent person’s electric 
car over the washing machine of a poorer family? 

While smart grids are seen as one of the solutions to effecting energy justice or equity, what they in 
fact try to achieve is energy abundance so that there is enough supply to satisfy the disproportionate 
increases in energy demand (Sovakool and Dworkin, 2015). One could argue that via dynamic pricing, 
such technologies promote social engineering of the energy consumption patterns of large sections 
of the population for whom spending on energy consumption is a considerable part of their 
discretionary income, to support the ever-expanding list of electronic gadgets and (soon) electric 
vehicles available to the more affluent members of society (McCauley, et. al. 2019). Poorer socio-
economic strata would be the most motivated to save on their energy costsbut might find it difficult 
to benefit from dynamic pricing as their energy use is frugal to begin with. There is also a concern that 
dynamic pricing will leave consumers who are unable to shift their energy consumption worse off, as 
companies will try to ‘penalise’ energy use during peak times by raising prices (Faruqui, 2010).  

 

2.5. Sustainability: Doing our bit for climate change 

Smart grids are part of the EU’s green energy strategy to tackle CO² emissions and climate change, in 
cost efficient ways. The more accurate and real-time the modelling that matches energy production 
with consumption can be, the more responsive the grid will be in managing electricity flows. Hence, 
                                                           
49 Energy equity: An index that evaluates the accessibility and affordability of energy within a country or region, and one of the 3 core dimensions of the Energy Trilemma 

(Source: https://www.worldenergy.org/wp-content/uploads/2017/11/World-Energy-Trilemma-2017_Full-report_WEB.pdf)  

50 smartification (noun) : The process of transforming negative behavior into a smart personality.[from the root word smart] (Source: http://nws.merriam-

webster.com/opendictionary/newword_display_alpha.php?letter=Sm&last=20) 

https://www.worldenergy.org/wp-content/uploads/2017/11/World-Energy-Trilemma-2017_Full-report_WEB.pdf
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the more reliably renewables can be incorporated into the energy production mix. The transition to 
sustainable energy resources is key part of the climate change agenda and closely linked to issues of 
intergenerational justice. Another key contribution of smart grids towards the EU’s sustainability goals 
is the transition of transportation systems from fossil-fuels to electric. While this will exponentially 
increase the demand for electricity over the coming years, it enables greater freedom as to which 
sources this electricity will come from.  On the other hand, smart meters and SIS technologies come 
at an energy cost, as they themselves use electricity to function. Hence, they contribute to a country’s 
overall energy consumption by the public sector as they become operational part of the energy 
distribution network, a critical infrastructure funded by taxation. 

 

3. Liander: The Case of a Large Distribution System Operator using 
SIS in Smart Grids  

This section will focus on a specific company, Liander. Liander is a DSO and as such responsible for 
introducing smart grid technologies (including smart meters) in the geographical areas of the 
Netherlands where it operates.  According to Foss Ballo (2015), in the Netherlands the introduction of 
smart meters was met with resistance or indifference by the public for two key reasons: (i) unresolved 
privacy issues and (ii) lack of transparency, since decision-making about this policy happened ‘behind 
closed doors’.   

Market dynamics and their impact on progress and implementation were also explored. DSOs are 
transitioning from market facilitators to energy platforms with multiple providers, both traditional and 
innovative, relying on the customer insights of DSOs. This has created rivalry within the sector and a 
lack of clarity between energy players.  

The aim of this section is to understand the company’s perspective on the ethical issues arising from 
use of SIS by the organisation and by the sector overall. The section is informed by background 
research on the company’s use of SIS technology, and interviews with Liander staff members on their 
experiences and use of SIS technologies and their views on the current and anticipated ethical issues 
pertaining to the use of SIS by both the company and the energy sector more generally.  

 

3.1. Description of Liander 

Liander is a typical Distribution System Operator (DSO) operating in the Netherlands. It manages the 
networks that transport electricity and gas from energy producers to customers. The company was 
founded in 2000 under the name N.V. Continuon Netbeheer and changed its name to Liander N.V. in 
December, 2008. It is based in Arnhem and is part of the ALiander N.V. group. There are three DSOs 
in the Netherlands, each servicing a different geographical area. Liander services 3.3 million 
households in the middle band of the Netherlands in the provinces of Gelderland and Noord-Holland, 
and parts of Flevoland, Friesland and Zuid-Holland. Much like other DSOs, it is publicly funded, and is 
expected to maintain its financial independence from its parent company (Alliander) to ensure that it 
provides a level ground for all utilities relying on its distribution network.  
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According to its website, “Liander is implementing Smart Grids to create an intelligent electricity 
supply system: substations and mid-voltage units are equipped with ICT and sensor technology to 
make the network intelligent, while also raising its capacity from 10 kV to 20 kV.”51 This is in response 
to the environmental sensibilities of modern society around energy use and the need to detach from 
fossil fuels which will become increasingly scarce and expensive. As part of that, the parent company 
ALiander has invested in a LiveLab to bring together managers, engineers and procurement staff to 
experiment with new technologies, equipment and processes that can improve the management and 
maintenance of energy networks.  

Liander is tasked by the Dutch government to install smart meters for at least 80% of their customer 
base by 2020. To date, around 60% of its customer base has adopted smart meters. There is hence an 
urgency to reach out to another 20% of the market by 2020. Installation of smart meters is considered 
Phase I of the Energy Transition Plan, where meters are mainly used to raise customers insights into 
their own energy usage and drive behavioural changes or purchasing decisions that can lead to lower 
energy consumption. Phase II of the Energy Transition plan, to commence after 2020, is the use of 
smart meters as a means to support the smarter management of grids and enable innovation in the 
energy ecosystem. For example, this could enable energy suppliers to develop and deliver new 
services and flexible tariffs for electricity; allow for more than one electricity provider to serve the 
same household; and facilitate transactions in renewable microgrids with the main grid.  

Liander is involved in various pilot initiatives to experiment with smart grid technologies. For example, 
it has been involved in microgrids projects with citizens and aggregators, such as citizens investing 
together in generating energy via solar panels, and in collective purchasing of energy facilitated by 
aggregators (companies which specialize in the automation of high and middle voltage stations), as 
well as the production of smart sensors. ALiander has also created LiveLab, a mid-voltage network in 
Bommelerwaard dedicated to live testing of innovative technologies, equipment and processes, with 
collaboration from asset managers, network managers, engineers and procurement staff (see Figure 
5 below).  

 

                                                           
51 https://www.aLiander.com/en/innovation/our-innovations  

https://www.alliander.com/en/innovation/our-innovations
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FIGURE 5: LIVELAB ALLIANDER (SOURCE: HTTPS://WWW.ALIANDER.COM/EN/INNOVATION/OUR-
INNOVATIONS) 

Joint interviews were conducted with members of the Data Protection team within Liander. While 
Data Protection Officers (DPOs) are formally an independent role, the DPO sits hierarchically within 
the Customer Relations department. The DPO team is responsible for ensuring the company’s 
compliance with GDPR and enabling the organisation to utilise and make data available to private 
organisations in order to facilitate the development of utility services to customers. GDPR is seen by 
the interviewees as a factor halting progress towards the further adoption of technology by new 
customers by raising suspicion about corporations’ use of smart meter data. Hence, Lliander has been 
proactive in coordinating Liander’s effort towards lifting barriers to smart meter adoption and 
utilisation of smart meter data and advising on how to use personal data within the limits of the law.  

 

3.2. Description of SIS technologies used in Liander 

Liander does not currently use AI as a means to run and manage energy distribution, as envisioned by 
industry and academic literature, and makes limited use of existing smart meter data. Smart meter 
data collection and analysis is a prerequisite for the development and testing of an operating model 
that could utilise AI to run a smart grid autonomously or semi-autonomously, and hence the 
installation of smart meters to the majority of the customer basis is a first step in this direction.  Yet, 
while data from smart meters are getting collected by smart meters in approx. 60% of Liander’s 
customer base, they remain mostly unused (see more on this in section 3.3 below) primarily due to 
lack of clarity in the implementation of privacy laws. Despite these tensions, different types of data 
can legitimately be collected via smart meters: 

a) Consumption data collected in 15-minute intervals and currently stored within the smart 
meter. 

https://www.alliander.com/en/innovation/our-innovations
https://www.alliander.com/en/innovation/our-innovations
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b) Power quality voltage data are not related to energy consumption behaviour. Power quality 
data related to voltage spikes and dips and is not made available through smart meters. In 
addition, such data cannot be requested by energy suppliers or third parties. 

c) Power quality energy data is related to energy consumption behaviours. This type of data is 
treated the same as consumption data. Power quality energy data is not made available via 
the smart meters and cannot be requested by energy suppliers or third parties. 

d) Pinging the meter, to ensure control of and access to the meter by Liander. 

e) Event data, i.e. status information (indicators, alarms and error messages) from the meter  

Once the legal issues around the use of data get clarified, data from smart meters can be used for the 
management of the energy grid and, in the future, could also support the provision of personalised 
services at household level. The granularity of data collection and analysis depends on the purpose of 
data analytics. Usually, in order to monitor grid performance the company requires aggregated data 
for smart meters connected to the same energy line, which can involve several hundred meters. When 
a household experiences a problem with their electricity supply, a specific smart meter needs to be 
engaged with to diagnose energy leakages. Energy leakages can occur due to a fault in the energy 
distribution network, or due to energy theft, resulting in unaccounted energy consumption being 
compensated by the DSO and hence by tax payers money. The company aspires to use smart meter 
data for various purposes such as: 

• Error, failure and hazard detection, analysis, and prediction 

• Power quality monitoring to ensure quality standards set out by law 

• Network capacity planning to inform investments 

• Visualisation of performance and adherence to quality standards  

• Status and events recording  

To monitor the functioning of the energy grid and detect any malfunction, one needs to combine 
smart meter readings of events and check the accessibility of the meters and the power quality 
voltage. This is in line with the company’s legal obligations and no analysis of energy consumption 
data is required. Malfunctions of the energy grid are automatically linked to a compensation fee to 
the customer, hence it is important to accurately record the duration of the malfunction. To do so, a 
post-hoc analysis is performed by reading smart meter data on power quality.  

Consumption data are used for predicting and projecting energy demand and detecting fraud. 
Consumption data, along with power quality, can be read for a specific period in order to monitor the 
capacity of the network for the purposes of planning, so that potential bottlenecks can be solved or 
limited. Consumption data can indicate cases of energy theft (as in the case of drug farms, or vacant 
property squatting, for example) or loss of energy due to technical issues. According to Liander’s 
drafted code of conduct, personal data can be used when:  

(a) the data subject has given consent for the processing of personal information for one or more 
specific purposes; 

(b) The processing of personal data is necessary for the execution of an agreement in which the 
Party concerned is involved, or to take measures at the request of the person concerned 
before the conclusion of an agreement; 
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(c) The processing of personal data is necessary in order to comply with a legal obligation which 
rests on the system operator; 

(d) The processing of personal data is necessary to protect the vital interests of the person 
concerned or of another natural person;  

(e) The processing of personal data is necessary for the performance of a task of general interest 
or of a task within the framework of the exercise of the public authority entrusted to the 
processor responsible;  

(f) The processing of personal data is necessary for the protection of the legitimate interests of 
the network operator or of a third party, except where the interests or fundamental rights 
and freedoms of the person concerned which protect Personal data require more weight than 
those interests, especially when the person concerned is a child.  

 

3.3 The effectiveness of using SIS for Liander 

Both interviewees agreed that the use of AI for Liander is at an early stage and that moving towards 
the development of autonomous grid management systems will require the majority of consumers to 
install smart meters, and legal and regulatory barriers to be lifted. Currently, smart sensors and Big 
Data analytics are successfully used for post-hoc analysis of energy disturbances to create models that 
can predict future disturbances. SIS allow the organisation to quickly locate technical issues within the 
grid and respond swiftly to manage energy disturbances. This also allows for accurate accounting of 
energy outages to provide customer compensation. Smart meter data is also used to locate energy 
loss and understand the reasons for the energy loss due to theft, unaccountability of energy usage 
and/or inaccurate information.  

Analysis of smart meter data from already installed smart meters is ridden with difficulties due to 
GDPR and its interpretation. Big Data analytics are used ad hoc, on a case-by-case basis, following the 
consent of affected customers and/or obtaining the approval of the Dutch Personal Data Authority, 
both of which cause delays and require a clear and detailed justification. The interviewees said that 
the reason for these difficulties is that the authority does not understand the business and its 
applications. They just check the data analytics processes against the letter of the law, the 
implementation of which can be unclear. This, coupled with negative publicity about the potential 
misuse of smart meter data, deters the authority from approving something that society might have 
a problem with afterwards and setting precedence that would be difficult to undo.  

To tackle privacy concerns, Liander has come together with the other two DSOs serving the 
Netherlands to develop a code of conduct for the industry in terms of dealing with smart meter data. 
This was submitted to the Personal Data Authority for approval in March 2018, prior to GDPR 
becoming effective. The code of conduct seeks to bring some clarity around the implementation of 
GDPR in the sector and its agreement with the Personal Data Authority in order to provide some peace 
of mind around legal implications. This was to clarify the authority’s position on “processing of meter 
data by or on behalf of the System Operator for its statutory duties” and “for market facilitation”.  It 
also clarifies the extent to which smart meters are considered to process personal data (article 29, 
GDPR) and whether data contain any special categories of personal data mentioned in article 9 of the 
GDPR. The purpose of this code of conduct (Unpublished, 2018) is: 
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a) to establish rules for network operators to process meter data from remotely readable 
meters; 

b) to provide information to data subjects whose meter information is processed by grid 
operators in relation to the distance readable meter; 

c) to contribute to the transparency of how grid operators deal with energy suppliers and third 
parties for processing measurement data of remotely readable meter; and 

(a) to contribute to transparency with regard to the processing of personal data collected by 
remotely readable meters.  

The code of conduct has been returned with comments and recommendations and is soon to be 
revised.  

 

4. Liander: Ethical issues from SIS Technology 

This section aims to identify which ethical issues have arisen for Liander, whether there are policies 
and procedures in place, and what their protocol is for addressing these concerns. This section relies 
not only on the interviews conducted with representatives of Liander, but also on desktop research 
on the company’s website and related material from the organisation.  

The following ethical concerns are listed: 4.1 Privacy and informed consent; 4.2 Security of the smart 
grid; 4.3 Data stewardship and market dynamics; 4.4 Prioritization of energy distribution and energy 
justice.  

 

4.1 Privacy and informed consent 

The company sees smart meter acceptance levels dropping due to ethical tensions in the interaction 
between customers and organisations. According to the interviewees, the current barrage of GDPR 
articles in the media has raised the public’s privacy concerns and suspicion towards the company. The 
situation is exacerbated by the fact that it has been difficult to obtain certification by Dutch Personal 
Data Authority to demonstrate to the public that the organisation follows acceptable data 
management practices. Privacy concerns relate primarily (but not solely) to energy consumption data 
collected by smart meters from which inferences about behaviour can be drawn, due to the 
granularity of electricity consumption data that can be collected about a household and the intimate 
lifestyle information that can be inferred from it.  

To date, aggregated consumption data are used for predicting and projecting energy demand, by 
exception, i.e. to check electricity consumption in vacant properties or periodically to detect fraud (i.e. 
energy theft) or technical issues (i.e. energy leaks). Such tapping into energy consumption data may 
be negotiable with the public through a more coherent discussion on the risks and benefits that are 
required for people to understand the implications, and design organisational processes for seeking 
and eliciting consumer consent on specific use cases. Privacy concerns may be more sinister, however, 
as DSOs move towards Phase II of the Energy Transition Plan, that will require real-time monitoring of 
all smart meters for market facilitation and the development of AI systems for monitoring, diagnosing 
and operating the smart grid. In addition, there is undoubtedly a high tension between consumer 
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privacy and the protection of the smart energy grid. To protect the energy grid, insight into the energy 
flows is required, but it can only be appropriately visualised by reading consumer data from all 
individual smart meters collectively in real time.   

The company’s frustration with GDPR can be explained by the sector’s failure to resolve competing 
demands facing DSOs and the lack of a cohesive strategy for doing so, as well as Liander’s inability to 
tackle the distrust facing utilities overall. On the one hand, the target for introducing smart meters by 
2020 to 80% of the customer basis did not account for GDPR and was not reviewed after the effects 
of GDPR on public perception became apparent. The company is, thus left with the obligation to 
adhere to a goal while the conditions have changed, with little support or guidance from relevant 
authorities. For example, the Personal Data Authority was unable to provide guidance on how the 
company can use smart data within the limits of the new law and unwilling to ratify any proposals put 
forward in time to facilitate progress. On the other hand, the company has limited capacity, capability 
and experience in engaging the sector and the public in direct deliberation processes, and perhaps 
even feels constrained by industry norms to do so in order to explore acceptable ways forward. 
Admittedly, there will be ethical issues arising from the constant surveillance of energy consumption 
in Phase II of the energy transition, and there is a lack of deliberation of how these issues will be 
resolved, or institutional and political commitments on how they will mitigated. Phase II is often 
discussed in relation to the ability of the organisation to incentivise behavioural change via economic 
benefits, rather than the ethical and social implications of dynamic pricing with respect to energy 
equity or energy justice. 

 

4.2 Security of the smart grid  

The ultimate threat to smart grids is the possibility of disruption in energy transmission, which can 
affect energy security and effectively all fundamental aspects of life – including heating, cooking, 
communication, transportation, healthcare, commerce, and many more.  According to Liander, as the 
grid will ultimately rely only on the data from sensors and their automated processing, the impact of 
disruption may be high and the possibility of it going unnoticed for long periods will be longer. On the 
other hand, insights into the energy flows and monitoring usage data from all individual smart meters 
collectively and in real-time will help to detect inconsistencies faster. In addition, analytics can help to 
resolve disruptions faster because energy flows can be redirected in near real-time.   

Cyberattacks main only disrupt the function of the grid, but balance of trade between energy 
providers, DSOS, energy suppliers and customers. Manipulating for example the meters may result in 
miscalculation of energy flows.  By law, unaccounted consumption of energy is compensated by 
publicly funded DSOs, and this can result in losses that will be compensated by the government via 
taxation. Hence, it is important that accurate accounting of energy flows is maintained.  

Dealing with cybersecurity issues arising from the complexity of the decentralised architecture and 
the digitisation of multiple points in the grid, all of which can be individually attacked to trigger a 
cascading response that may lead to energy disruption or failure of the infrastructure (e.g., blowing 
the fuses of energy exchanges). As it will be impossible to safeguard the infrastructure entirely, the 
emphasis is shifting towards containing possible contagion and its cascading effects. Interestingly, 
reliance on standardized technologies and technology vendors may increase risks, as the same bugs 
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can be exploited for bigger impact. Hence, avoiding long-term contractual agreement with supplies is 
paramount. Changing vendors quickly to avoid viruses exploiting common vendor vulnerabilities can 
be a mitigation tactic to avoid contamination.  

This will require systemic coordination by all parties in the energy sector – suppliers, DSOs, and energy 
consumers. DSOs are joint owners of EDSN (Energy Data Services Netherlands), the entity with the 
task of distributing energy data to all players in the energy sector. While Liander, as a DSO and grid 
operator, must ensure that energy transport is fulfilled and that the energy balance in the grid is 
always maintained, other key players have roles to play. For example, the government must draft 
relevant laws and regulations and ensure compliance with these regulations and clarify their 
implementation. Solutions on how to respond to these legal requirements should be accepted by the 
energy ecosystem to avoid each player seeking to protect their own interests and ensure that the 
implementation of legislation does not leave room for internal politics that block such solutions. 
Specific cyber threats and implications for cybersecurity are difficult to predict in order to make 
provisions into the system design and the institutional environment, yet a concerted effort to put 
together a pan-European cybersecurity framework has recently been formed by means of a 
Cybersecurity Act, which includes an EU Cybersecurity that will affect the management of critical 
infrastructures and related equipment as well as consumer products (EC, 2017).  

 

4.3 Other issues 

Data stewardship and market dynamics: Liander sees the role of the organisation developing as one 
of energy data stewardship, which manages the “Data-Driven Grid”. In a digital world where 
information is power, smart meter stewardship is changing industry dynamics and has created 
conflicts within the sector, halting progress towards energy transition. Energy consumption data is 
particularly crucial for energy service providers who traditionally had access to both customer 
information and customers. With DSOs having direct access to and responsibility for customer data, 
customer insights become the privilege of DSOs. Hence their role is growing more prominent within 
the market and will be even more so in phase II of the Energy Transition.  

Prioritization of energy distribution and energy justice:  While the goal of smart grids is to avoid energy 
scarcity, Liander recognises that balancing energy provision between competing priorities will become 
a point of political and societal debate that will touch company policies and priorities in Phase II of the 
Energy Transition. For example, how should AI be able to distinguish and prioritise between domestic 
uses, industrial uses and electric car uses, particularly in cases of energy scarcity? These concerns 
relate primarily to issues of distributive justice. Transparency in energy distribution and the use of 
“explainable AI”52 that can provide evidence of energy distribution choices and inform social debates 
is likely to become pertinent in the future and is fundamental for establishing the social capital and 
procedural justice that can springboard technology acceptance.   

                                                           
52 https://en.wikipedia.org/wiki/Explainable_Artificial_Intelligence  

https://en.wikipedia.org/wiki/Explainable_Artificial_Intelligence
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4.4 Mechanisms for addressing ethical issues 

The company recognises that engagement of the public has been relatively low and localised, a step 
forward from typical old-fashioned management strategies, particularly in traditional services such as 
the utility sector. They are actively looking to set up a programme to engage customers and relevant 
NGOs more substantively.   

Liander has been instrumental in aiming to address issues of social acceptability of smart meters and 
address the privacy issues. For example, it has coordinated the development of a code of conduct to 
address public concerns and sought to have it approved by the Personal Data Authority to ensure that 
the company remains within the law and attracts public trust. Liander is also keen to develop a scheme 
to engage the public in dialogue to address their concerns. 

 
5. Conclusion 

This case study contributes to knowledge regarding Big Data/AI ethics, and to empirical research on 
the implementation of SIS technologies in the energy sector.   

Ethical issues are delaying the integration and use of SIS technologies in energy grids. This case study 
explores the ethical issues arising from its implementation the purpose of using SIS in the energy 
sector. The two interviews with Liander employees offered an understanding of the current state of 
the use of SIS in the energy sector and discussed the practical, industry, and ethical issues arising from 
the use of SIS in this sector.  

The critical ethical issue resulting from the use of SIS by energy utilities to date is privacy. Privacy 
directly relates to household energy consumption data currently collected and stored in smart meters. 
Privacy issues are seriously debated and are affecting the installation of smart meters in households 
in the Netherlands to the desired 80% level. Privacy concerns are thus presently a key barrier for the 
rollout of smart meters and their acceptance by the public. The following issues were also identified: 
security of the smart grid, changes in market dynamics, and energy justice. In addition to suspicion 
around the use of technology, there is suspicion about Liander as a company, its role and agendas, 
and the extent to which it operates in the public interest. The company has recognised the need for 
further engagement with the public and actively seeks solutions and recommendations to achieve this 
goal. During the interview, the idea of engaging them as members of the LiveLab to capture the 
concerns during the development of ideas and ensure that solutions are based on their values and 
privacy concerns. They can also engage the whole ecosystem in Future Search research to give 
customers an insider’s view of industry developments and rationale and allow them to influence 
priorities and industry strategies. There is also the possibility to:  

I. undertake deep qualitative, ethnographic research with their most avid objectors to 
understand their underlying concerns and their relative importance;  

II. guarantee adherence and transparency of industry practices by allowing customer juries on 
their board and data management practices;  
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III. co-opt other DSOs internationally in educating the public and co-develop a code of conduct in 
collaboration and even create a sectoral fund to employ an international legal firm to promote 
its progression with Personal Data Authorities (or their equivalent) in all European countries.  

 

5.1. Implications of this Report 

This report highlights the interplay between government policy, legal requirements, and industry 
dynamics with respect to the ethical issues arising from the use of SIS in the energy sector. While 
transition to smart grids is fundamental at a country our research highlights the inability of policy 
makers, industry players and legal authorities to engage the public in meaningful dialogue and align 
public and national interests around the energy transition. The document highlights the need for 
clarification in practice of privacy policies (particularly of GDPR) to lift concerns about the capability 
of organisations to remain within its boundaries without holding back progress. 

 

5.2 Further Research 

This report has implications for the further exploration of ethical issues in the use of SIS in the energy 
sector. While smart grid technologies are a relatively new phenomenon, piloting research needs to 
take place to understand how they change social life, interactions between people in a community, 
their values and local culture.  

The report is also valuable in highlighting the state of affairs, highlighting gaps and providing direction 
towards future research into the topic for other DSOs and policy makers, and informing funding 
decisions and economic investments into smart grids to include further research.  
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Executive Summary 

This case study explores the principal ethical issues that occur in the use of Smart Information 
Systems (SIS) in cybersecurity, and offers suggestions as to how they might be addressed. This was 
carried out by studying key issues within a literature review and through an interview with three 
employees working at the telecommunications company Nokia. The aim of this case study is to 
identify which ethical issues arise from the use of SIS in cybersecurity, whether there are policies and 
procedures set in place for addressing these concerns in the company interviewed, and whether 
practitioners are facing additional issues not addressed in current literature.  

The literature review highlighted a number of ethical issues. These included protection from harm, 
privacy and control of data, competence of research ethics committees, security issues, risk, 
business interests, codes of conduct and responsibilities issues. All of these were, to some extent, 
raised and discussed in the interview. The literature review also raised issues of vulnerabilities and 
disclosure, trust and transparency and informed consent, none of which was discussed in the 
interview. At the same time, the interview raised concerns regarding anomalies which are not 
discussed in the literature.  

The case study hence highlights the ability of case studies to identify ethical issues not covered (or 
covered to an inadequate degree) in academic literature and yet which are facing practitioners in the 
industry of cybersecurity. 
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Smart Information Systems in Cybersecurity: An Ethical Analysis  

Increasing numbers of items are becoming connected to the internet. Cisco, a global leader in 
information technology, networking and cybersecurity, estimates that more than 8.7 billion devices 
were connected to the internet by the end of 2012, a number that will likely rise to over 40 billion in 
2020 (Singer and Friedman 2014). Cybersecurity has therefore become an important concern both 
publicly and privately. In the public sector, governments have created and enlarged cybersecurity 
divisions such as the US Cyber Command and the Chinese “Information Security Base”, whose 
mission is to provide security to critical national security assets (Singer and Friedman, 2014, p. 3).  

In the private sphere, companies are struggling to keep up with the required need for security in the 
face of increasingly sophisticated attacks from a variety of sources. In 2017, there were “over 130 
large-scale, targeted breaches [by hackers of computer networks] in the U.S.,” and “between January 1, 
2005 and April 18, 2018 there have been 8,854 recorded breaches” (Sobers, 2018). Furthermore, 
cyberattacks affect not only the online world, but also lead to vulnerabilities in the physical world, 
particularly when an attack threatens industries such as healthcare, communications, energy, or 
military networks, putting large swathes of society at risk. Indeed, it has been argued that some 
cyberattacks could constitute legitimate grounds for declarations of (physical) war (Smith, 2018). 

Cybersecurity is therefore a complex and multi-disciplinary issue. Security has been defined in the 
international relations and security studies spheres both as “the absence of threats to acquired 
values” (Wolfers, 1952) and “the “absence of harm to acquired values” (Baldwin, 1997). Within the 
profession, cybersecurity is more commonly defined in terms of confidentiality, integrity and 
availability of information (Lundgren and Möller, 2017). A 2014 literature review on the meanings 
attributed to cybersecurity has led to the broader definition of cybersecurity as "the organization 
and collection of resources, processes, and structures used to protect cyberspace and cyberspace-
enabled systems” (Craigen et al., 2014, p. 13).  

Cybersecurity therefore can be seen to encompass property rights of ownership of networks that 
could come under attack, as well as other concerns attributed with these, such as issues of access, 
extraction, contribution, removal, management, exclusion, and alienation (Hess and Ostrom, 2007). 
Hence cybersecurity fulfils a similar role to physical security in protecting property from some level 
of intrusion. Craigen et al also argue that cybersecurity refers not only to a technical domain, but 
also that the values underlying that domain should be included in the description of cybersecurity 
(2014, p. 17). Seen this way, ethical issues and values form a bedrock to cybersecurity research as 
identifying the values which cybersecurity seeks to protect.  

The case study is divided into four main sections. Sections 1 and 2 focus on the literature review: 
section 1 reviews the technical aspects of cybersecurity, while section 2 presents a literature review 
of academic articles concerning ethical issues in cybersecurity. Section 3 focuses on the practice of 
cybersecurity research through an interview conducted with three employees at Nokia. Finally, 
section 4 critically evaluates ethical issues that have arisen in the use of SIS technologies in 
cybersecurity.   
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1.The use of Smart Information Systems in Cybersecurity  

The introduction of big data and artificial intelligence (Smart Information Systems, or SIS) in 
cybersecurity is still in its early phase. Currently there is comparatively little work carried out on 
cybersecurity using SIS for several reasons. These include the remarkable diversity of cyberattacks 
(e.g. different approaches to hacking systems and introducing malware), the danger of false 
positives and false negatives, and the relatively low intelligence of existing SIS. 

Taking these in turn, the diversity of attacks, both in the source of the attack, the focus of the attack 
and the motivation of the attack is significant. Attacks can be launched from outside an organization 
(e.g. from a hacking collective, such as Anonymous) or from an insider (e.g. a disaffected employee 
looking to damage a system). They may come from a single source, typically masked through using 
the dark net, or from a source who has engaged in a number of “hops” (moving from one computer 
on a network to another, thus masking the original source) such that the originator could appear to 
be in a hospital or in a military base. If the attack appears to come from a military base this might 
encourage the attacked party to “hack back”. However, if the military base were an artificial screen 
presented in front of a hospital, the reverse hack could bring down that hospital’s computer 
networks. The focus of the attack could be on imitating a user or systems administrator (local IT 
expert) or on exploiting a security flaw in unpatched code (programming in a network that has a flaw 
which has not yet been fixed, also known as a zero-day exploit). The motivation of the attack can 
range from state security and intelligence gathering (e.g. US Intelligence spying on Chinese military 
installations), to financial incentives through blackmail (e.g. encrypting a company’s files and 
agreeing to decrypt them only when the company has paid the hacker a certain sum of money). This 
diversity means that it is extremely difficulty to develop a SIS that will effectively recognize an attack 
for what it is. 

Secondly, the danger of false positives and false negatives is significant in light of the difficulty of 
recognizing an attack. If an attack is not recognized by a SIS then as a false negative it may be 
successful. This is particularly the case if security personnel have come to place undue trust in the 
automation and so do not provide quality assurance of the SIS, which is known as “automation bias” 
(Bainbridge, 1983; Goddard et al., 2012). By contrast, the SIS could be so cautious that it may lead to 
an excessive number of false positives in which a legitimate interaction is falsely labelled an attack 
and not permitted to continue. This leads to frustration and could entail the eventual disabling of 
the SIS (Tucker, 2018).  

Thirdly, and despite some hype in the media, SIS are still at a relatively unintelligent stage of 
development. Computer vision systems designed to identify people loitering, for example, recognize 
that a person has not left a circle with radius x in y number of seconds, but cannot determine why 
the person is there or what their intent may be. As such, the inability to determine intentions from 
actions renders automated systems relatively impotent.  

Despite these concerns, there are some potential grounds for use of SIS in cybersecurity. The most 
effective is in scanning systems for known attacks, or known abnormal patterns of behaviour that 
have a very high likelihood of being an attack. When coupled with a human operator to scan any 
alerts and so determine whether to take action, the combined human-machine security system can 
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prove to be effective, albeit still facing the above problems of automation bias and excessive false 
positives (Macnish, 2012). 

2. Literature Review - Ethical Issues of Using SIS in Cybersecurity  
In this section we will conduct a literature review of the most fundamental ethical issues in 
cybersecurity that are being proposed in the academic environment. Our goal is to compare them 
with the interview that has been conducted in the telecommunications company Nokia, in order to 
give an overview on the ethical issues in cybersecurity.  

The literature review was carried out through a combination of online search using generic engines 
such as Google and Google Scholar and discipline-specific search engines on websites such as 
PhilPapers.org and the Philosophers’ Index. Selected papers were then read and, where appropriate, 
the bibliographic references were used to locate further literature. Generic search on Google also 
provided links to trade publications and websites that were a further source of background 
information. 

The ethical issues to arise from the literature review were informed consent; protection from harm; 
privacy and control of data; vulnerabilities and disclosure; competence of research ethics 
committees; security issues; trust and transparency; risk; responsibility; and business interests and 
codes of conduct. 

2.1 Informed Consent 

Acquiring informed consent is an important activity for cybersecurity, and one that has been at the 
heart of research ethics and practice for decades (Johnson et al., 2012; Miller and Wertheimer, 
2009). Consent is variously valued as the respect for autonomy (Beauchamp, 2009) or the 
minimization of harm (Manson and O’Neill, 2007). However, within global cybersecurity a number of 
complicating issues arise, such as the complexity of informing users about detailed technical aspects 
in order to provide necessary information, as well as language barriers (Burnett and Feamster, 
2015). This, though, is the case for many other areas of research such as medical or social sciences, 
and the scripts need not be different in cybersecurity (Macnish and van der Ham, 2019).  

 

Nonetheless, challenges of complexity, and of conveying that complexity in a manner that is 
sufficiently informative for a non-expert to make a decision, remain. Wolter Pieters notes that 
information provision does not correspond merely to the amount of information communicated, but 
how it is presented, and that the type of information given is justified and appropriate. “One cannot 
speak about informed consent if one gives too little information, but one cannot speak about 
informed consent either if one gives too much. Indeed, giving too much information might lead to 
uninformed dissent, as distrust is invited by superfluous information” (Pieters, 2011, p. 61).  

2.2 Protection from Harm 

Cybersecurity has the potential to cause harm to its users, even when that harm is not intended. 
Concerns exist regarding the disclosure of vulnerabilities (such as a flaw in a security program which 
would allow for a hacker to break into the network with relative ease), for example, such as whether 
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they should be disclosed publicly once a company has failed to address them. If not then the 
vulnerability entails that a person may be at risk of attack, which is particularly concerning if the 
device at risk is medical in nature, such as a pacemaker (Nichols, 2016; Spring, 2016). However, 
disclosure could bring the vulnerability to the awareness of potential attackers who had not 
considered it previously.  

2.3 Privacy and Control of Data 

Privacy is a central issue in cybersecurity, as increasing amounts of personal data are gathered and 
stored in the cloud. Furthermore, these data can be highly sensitive, such as health or bank records 
(Manjikian, 2017, pp. 81–112).  While the data at risk from attack is private, in order to identify an 
attack, particularly when SIS are involved, an effective cybersecurity system must maintain an 
awareness of “typical” behaviour so that “atypical” behaviour stands out more obviously. To do this 
however, requires ongoing development of personal profiles of users of a particular system, which in 
turn involves monitoring their behaviour online. In cases of both attack and prevention of attacks 
then, users’ privacy risks are compromised. 

A related issues is that of control of data, which may be seen as an aspect of privacy (Moore, 2015, 
2003) or additional to privacy concerns (Allen, 1999; Macnish, 2018). In either case, the control of 
data is a critical factor, as once an attack has been successful control is lost. The data may then be 
used for a variety of ends, not only relating to violations of privacy but also for political or other gain, 
as was the case with Cambridge Analytica (Cadwalladr and Graham-Harrison, 2018), where the 
problem was not only privacy concerns, but also the control of users’ data, which enabled discrete, 
targeted political advertising concerning the UK’s referendum on membership of the EU and the US 
presidential election, both in 2016 (Ienca and Vayena, 2018).  

While the European Union has sought to resolve concerns with privacy and control of data through 
the introduction of the General Data Protection Regulation (EU Parliament, 2016), this has raised its 
own concerns. While European companies must follow strict regulations in developing SIS-related 
algorithms when it comes to accessing personal data, the same only applies to non-European 
companies when they practice in Europe. This leads to a concern of  

“data dumping, in which research is carried out in countries with lower barriers for use of 
personal data, rather than jump through bureaucratic hurdles in Europe. The result is that 
the data of non-European citizens is placed at higher risk than that of Europeans” (Macnish 
and van der Ham, 2019, p. 8). 

Incidental findings also fall under this category, as data derived from regular scans with the goal of 
profile-building can uncover new information about an individual which they did not want to reveal. 
Decisions should be made in advance on how to reveal that information and to whom it should be 
revealed; for example, the discovery that an employee is looking for another job.   

2.4 Vulnerabilities and disclosure  

An awareness or a duty to find vulnerabilities in a network which leave it open to an attack can help 
cybersecurity professionals understand the magnitude of a particular attack. However, disclosure of 
vulnerabilities to a particular authority, such as the company responsible, also risks the leak of that 
vulnerability from the responsible authority to communities of hackers so that that network or 
others may be exploited (Macnish and van der Ham, 2019, p. 9). If vulnerabilities are made public 
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then the public visibility of a system and therefore its commercial viability may be threatened. For 
example, Wolter Pieters has pointed out the challenge of exposing vulnerabilities in e-voting 
systems: prior to an election and the systems will not be trusted; after an election and the election 
result will be called into question. However, if the vulnerability is not disclosed then an attack may 
occur which genuinely compromises the election. A related issue here is whether cybersecurity 
researchers looking at the techniques and practices of hackers should have a duty to expose 
vulnerabilities as an act of professional whistleblowing. By rendering this a duty, there is less 
pressure on the professional to have to decide what is the right thing to do in a particular case, such 
as when competing financial interests may argue against such revelations (Davis, 1991) 

2.5 Competence of Research Ethics Committees  

Within universities and many research institutions, Research Ethics Committees (REC or Institutional 
Review Boards) oversee applications for research to provide protection for research participants. 
However, RECs are often composed of experts in ethics who have limited awareness of cybersecurity 
practice, or computer scientists who lack ethical expertise. An example of this occurred when 
potentially harmful research was carried out on non-consenting individuals in totalitarian states 
which effectively tested the firewalls of those states (Burnett and Feamster, 2015). While this 
research clearly put individuals at risk without their consent, at least two RECs determined that the 
research was not of relevance for ethical review because it did not concern human participants or 
personal data. It did, however, concern IP addresses which could easily be linked to a human person, 
putting that person at risk (Macnish and van der Ham, 2019). Furthermore, it should be noted that 
these are concerns which arise in institutions with access to a REC. As pointed out by Macnish and 
van der Ham (2019), many private companies do not have any ethical oversight facilities. 

2.6 Security issues 

Given the aforementioned definition of security as the absence of threat to acquired values, the 
maintenance of good security is an ethical issue, as without it commonly-held values may be 
compromised. “Insufficient funding, poor oversight of systems, late or no installation of “patches” 
(fixes to security flaws), how and where data are stored, how those data are accessed, and poor 
training of staff in security awareness” (Macnish, van der Ham, 2018, p.11-12) are therefore all 
instances of ethical concern.  

2.7 Trust and transparency 

Trust is an issue which connects the cybersecurity expert to the users who are being protected. 
Relating back to concerns regarding the risks inherent in publicizing vulnerabilities, there are 
pressing issues concerning transparency, such as  

“how far to push transparency: should it extend to government agencies or even other 
companies? On one hand sharing information increases vulnerability as one’s defences are 
known, and one’s experience of attacks shared, but on the other it is arguably only by 
pooling experience that an effective defence can be mounted” (Macnish and van der Ham, 
2019, p. 14). 

Pieters argues that trust in a person goes hand-in-hand with the explanation that a person gives 
(Pieters, 2011).  Artificial agents hence need to explain their decisions to the user, such as how 
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security is maintained in online transactions (Pieters, 2011, p. 53). He argues that there is a need for 
better understanding of the relationship between explanation and trust in Artificial Intelligence (AI) 
and information security. Glass et al. concluded that trust depends on both the detail of 
explanations provided and on the transparency of the system (Glass et al., 2008). From a 

cybersecurity perspective, what matters is how to 
communicate whether the system is secure, why it is 
secure, or how it is secure. In SIS, explanations are 
typically provided by the system itself, while in 
information security the explanations are provided by the 
designer (Bederson et al., 2003). Pieters argues that the 
role of explanations consists, at least in part, in acquiring 
and maintaining users’ trust. He further exposes the 
concept of “black boxes” which, together with trust and 
explanation, is a fundamental concept in cybersecurity, 
where the precise algorithm and associated decision-
making techniques may become invisible within SIS 
systems (Pieters, 2011).  

Furthermore, through applying Bruno Latours’ actor-
network theory (Latour, 2005) Pieters highlights several 

issues with explanations and trust in information systems. He notes that explanations can be 
different depending on the actors who are explaining the system or technology. For example, a 
government seeking to protect the democratic credentials of an election, or a business with a 
commercial interest in keeping the source code secret, will have different explanations for an e-
voting system (Pieters, 2011, p. 57). In the same way, Pieters notes that delegation of technical 
aspects relating to the SIS will lead to a new actor who will not necessarily have the same abilities to 
explain the system as the designer.  

Pieters also notes that explanations can have different goals, such as transparency versus 
justification. He argues:  

“Explanation-for-trust is explanation of how a system works, by revealing details of its 
internal operations. Explanation-for-confidence is explanation that makes the user feel 
comfortable in using the system, by providing information on its external communications. 
In explanation-for-trust, the black box of the system is opened; in explanation-for-
confidence, it is not” (Pieters, 2011, p. 57).  

In the field of cybersecurity, as elsewhere in security, explanation of the security capabilities of the 
system to the user is an important requirement. “This is especially true because security is not 
instantly visible in using a system, as security of a system is not a functional requirement” (Pieters, 
2011, p. 58). For example, it is not possible to infer that if a system gives good results then that 
system is secure. As Pieters warns, a criminal might have changed the results of voting without 
anyone noticing. Uncertainty is a feature within these systems and given that security is often added 
to the system without being integral to it, it is feasible that the system can function without 
compromise being detected.   

 

From a cybersecurity perspective, 
what matters is how to 
communicate whether the system 
is secure, why it is secure, or how it 
is secure. 
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2.8 Risk   

Consideration of who will decide what risks will be taken, what are the acceptable risks, and how risk 
is calculated (Hansson, 2013; see also Wolff, 2010) is important in cybersecurity. One of the 
arguments given for not requesting informed consent in the case described by Burnett and Feamster 
regarding the non-consensual importing of malware onto user’s computers to test firewalls was that, 
in the opinion of the researchers, there was only a limited risk of harm to the subject (2015, p. 664). 
However, it does not take much reflection to identify the risk to users who live in states where 
censorship is an issue, leading to potentially difficult situations (Byers, 2015; Macnish and van der 
Ham, 2019). Furthermore, it has been demonstrated that different groups of society tend to assess 
risk differently, with the acceptable risk threshold of white men being significantly higher than that 
of women or ethnic minorities (Hermansson, 2010, 2005).  

2.9 Responsibility  

The locus of responsibility for protecting against, and paying for protection against, cyberattacks is 
an ongoing issue (Guiora, 2017, pp. 89–111). It is not clear whether companies should be left to fend 
for themselves against hostile state-sponsored attacks, or whether governments should provide at 
least some financial support for them. Given the aforementioned potential to view cyberattacks as 
justification for declaring war, it is important to ask the degree to which the state should shoulder 
“responsibility for protecting its own economy on the internet as it does in physical space, by 
providing safe places to trade” (Macnish, van der Ham, 2018, p.14).  

Cybersecurity is usually taken to concern attacks from outside an entity rather than inside, for 
example using firewalls against incoming traffic (Cleeff et al., 2009). Yet the development of 
technology allows for a global environment in which many businesses provide third parties access to 
their own networks, thus expanding the boundaries of what, or who, may be seen as “inside”. This 
extends to “mobile devices [that] can access data from anywhere, and smart buildings [which] are 
being equipped with microchips that constantly communicate with each other” (Cleeff et al., 2009, 
p. 50). Cleeff et al refer to this as “deperimeterization”, implying that not only is the border of the 
organization’s IT blurred, but also that the accountability for that border is dispersed. For example, 
“if the organization makes a decision to apply a certain data protection policy in its software, the 
data may in fact be managed by a different organization. How will the organization that actually 
manages the data implement and verify this?” (Cleeff et al., 2009, p. 51).  

2.10 Business interests and codes of conduct 

Competing interests are frequently perceived in security and profit. This may be seen as a zero-sum 
game in which any money spent on security is money which cannot be spent on increasing profit. 
However, this is clearly a flawed approach given the financial costs incurred in suffering a successful 
cyberattack. An example here is the decision of Marissa Meier, then CEO of Yahoo, not to inform the 
public of attacks in 2013 and 2014 regarding their accounts, most likely because such a revelation 
could have led to a loss in profit. Yet, when it became known, it devastated the company (Stone, 
2017). In response to similar concerns, Macnish and van der Ham argue for the necessity of guidance 
on disclosure of vulnerabilities:  
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“public-spirited motivations should be protected from predatory practices by companies 
seeking to paper over cracks in their own security through legal action. However, current 
conventions as to how to proceed with disclosure of vulnerabilities seem to be skewed in 
the favour of corporations and against the interests of the public” (Macnish and van der 
Ham, 2019, p. 9).  

They note that ethical problems cannot be solved easily, but propose creating a code of conduct for 
cybersecurity to provide guidance and a degree of consensus within the cybersecurity community 
regarding appropriate action in the face of attacks.  

3. The Case Study of a Cybersecurity company using SIS  

The literature review demonstrates a variety of ethical issues in cybersecurity. In this section our 
goal is to present the ethical problems that arise in practice. We aim to compare practice with 
academic literature concerning ethical issues of SIS in cybersecurity. This will help to inform both 
sides if there is a lack of understanding of the problems, and to enable mutual learning.  

This case study focuses on the ethical challenges that SIS bring in cybersecurity to shed some light on 
the risks of this sector and how they are currently minimized. The interview was conducted with four 
employees as a group at Nokia Company Headquarters in Helsinki. All are experts in the Nokia 
cybersecurity research team: Interviewee 1, a doctoral student; Interviewee 2, a coder who focuses 
on core network security; Interviewee 3, a coder who focuses on trusted computing; and 
Interviewee 4, a coder with background in machine learning.  

3.1 Description of SIS technologies being used in Nokia 

Background research was initially conducted through investigating Nokia’s website and public 
documents from conferences. This was then supplemented by the interviewees’ explanations of the 

technical capabilities of the technologies used at Nokia. 
Nokia is a global digital communications company. It is 
involved in cloud computing, artificial intelligence, 
machine learning, internet of things and the infrastructure 
of mobile networks, including 5G. Nokia’s website refers 
to a combination of analytics and augmented intelligence 
(Nokia, 2018a), but the company also specialize in 
research and development (R&D) through Bell Labs, 
where it conducts research for “the next phase of human 
existence” (Nokia, 2018b). Among its research, one can 
find the “virtual sixth sense”, which Forbes magazine 
described as a “look at where exponential trends in 
technology development, personal and device 
connectivity and data collection and analysis might take 
business, the global economy and society at large” 

(Marko, 2015). Markus Weldon, president of Bells Lab, in his book The Future X Network, shows the 
development of technology and the relation with global economy and society, by acknowledging the 
“scale of changes wrought by a nexus of global, high-speed connectivity, billions of connected 

 

Clients’ data gathering capability 
has expanded faster than their data 
analysis capability, so that they 
increasingly gather data that has 
no obvious purpose. 
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devices (IoT), cloud services and non-stop data streaming, collection and big data analytics” (Marko 
2015).  

These technologies are “changing our world” and Nokia sees itself as “driving innovation and the 
future of technology to power this digital age and transform how people live, work and 
communicate” (Nokia, 2018c). These technologies use data, including personal data from customers 
and metadata from phone networks. During the interview, Interviewee 1 argued that they do not 
use AI, but they do use statistics and analytics, such as products that use machine learning (ML) and 
data collection to identify malware. They also use analytics to create rules for developing effective 
firewalls for the network. However, Interviewee 3 noted that AI is still part of the research and the 
internal projects: 

“we do not sell a brain… or the giant quantum computing brain that solves all the problems, 
but for a very long time, planning has been used in many products, you can consider some 
configuration algorithms that can be considered as AI, these things exist, but not in the 
futuristic sense” (Interviewee 3 2018) 

The term “cybersecurity” appears in different articles across the Nokia website. The cybersecurity 
research team at Nokia developed a report on security for 5G networks which has served as 
guidance for the European Union. They analyse bulk datasets to help clients (communications 
providers rather than end users) maximize efficiency and thus profit, while at the same time 
providing security such as malware detection to protect the end user from attacks. 

SIS applications vary due to the amount and variety of data that Nokia gathers from its customers, as 
well as the diverse needs of those customers. Many of these needs could not be met without SIS 
technology, as they would be impossible to perform by hand. For the most part, Nokia cybersecurity 
research team use rule-based applications for sorting information which is then evaluated by a 
person. Interestingly from an ethical point of view, Interviewee 1 pointed out that clients’ data 
gathering capability has expanded faster than their data analysis capability, so that they increasingly 
gather data that has no obvious purpose.  

Table 1 

Description Organisation 1 

Organisation Nokia 

City Helsinki 

Sector Cybersecurity/Telecommunications 

Name Interviewee 1 

Interviewee 3 

Interviewee 2 

Interviewee 4 
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Length 136 minutes 

 

3.2 The effectiveness of using SIS by Nokia 

As noted above, the use of AI and ML is due to the complexity and amount of data retrieved from 
clients’ systems. According to Nokia’s website, cloud computing, AI, ML, IoT and 5G Networks are 
changing the world and they have the power to “transform how we live, work, and communicate” 
(Nokia, 2018c). Much of this is due to the fact that the operations now performed would previously 
have been impossible owing to the sheer volume and complexity of the data.  

Nokia has been using SIS in cybersecurity for some time. SIS allows the team to discover attempted 
hacks or other misuse such as fraud or the use of fake base stations (imitating a legitimate mobile 
phone tower in order to collect personal data). Current technology allows pre-filtering and sorting, 
but is less effective at identifying or responding to targeted attacks which are more sophisticated 
than bulk attacks. Interviewee 4 described a detection system they had worked on:  

“one of their security teams was working on malware detection for telecom software for 
operators, and that research went into Netguard. That software ended up in systems that 
will protect end-users from malware that could be installed into phones. This is more at the 
operator level, not like an antivirus which is for a phone users-level” (Interviewee 4 2018) 

  

4. Ethical Implications in Cybersecurity  
In this section we will look in greater depth at the ethical issues discussed during the interview 
conducted with the four employees at Nokia. The issues which were uncovered in the interview 
widely reflect those found within the literature. It is however important to note that SIS use is 
growing rapidly: the technology is evolving and huge amounts of data are being collected. Generally, 
the interviewees explained that there is a lack of joint efforts from the ethical review boards within 
the company and there is a need to continue and improve the dialogue between the ethical and 
technical fields.   

The ethical issues discussed in the interview comprised of privacy; internationalisation, 
standardisation and legal aspects; monetisation issues; anomalies; policy issues, awareness and 
knowledge; security; risk assessment; and mechanisms to address ethical issues. Each of these will 
be discussed in greater depth in this section.  

4.1 Privacy 

Nokia takes privacy seriously. Interviewee 2 pointed out that they were involved in drafting the 
document for 5G networks concerning privacy and the future of 5G security, which became a 
guideline for the European Parliament and for national legislatures. Privacy was seen during the 
interview as one of the most important underlying ethical issues. Concerns about users’ and 
companies’ privacy were evident. Some discussion was held around the issue of “quantifying 
privacy” (how does one measure privacy?). However, further problems arise in sharing data with 
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customers, which to Nokia are telecommunications providers rather than end users, as the team 
often do not know what the customer knows. Hence, data that may be anonymous in one dataset 
may be re-identified when cross-referenced with another dataset which is proprietary to the 
customer. 

“Sometimes if you manage to monetise your data, whatever data we’re talking about, not 
just telco, and a buyer also has access to other sources of data that cross-correlate with your 
data, or have similar identifiers, you can never predict this as a seller of data.  The end result 
is that your customer basically gets access to something that he can just map back to the 
original data, pretty much, by just looking at two fields and just cross-correlating. And you 
can never predict this. In that sense it’s already doomed from that point of view, but it’s a 
best effort sort of thing, and within a narrow context it still works” (Interviewee 4 2018) 

Differential privacy, a technical “fix” for privacy concerns employed by Apple, among others (Apple, 
2018) was also discussed. The team noted that differential privacy does not work with complete 
reliability because you can never be sure of what the data can lead to. Hence uncertainty also 
becomes an important issue in relation to privacy. Furthermore, Interviewee 3 considered that we 
should have a numerical measurement for privacy but that, they suggested, would not be possible.  

4.2 Internationalization, standardization and legal aspects 

Given the global nature of telecommunications, international cloud computing and the IoT, there is 
an increasing need for global regulation. Interviewee 4 introduced the problem of an application on 
mobile phones that sends data to China every 5 minutes: in such cases, which state’s laws should be 
followed, those of the country where the user currently is, those of the state in which the user is 
registered as a citizen, those of the country where the operator is located, or those of the country of 
origin of the application operator, in this case China. Interviewee 2 argued that one of the issues that 
they have encountered is that the customer data comes from everywhere in the world. As Nokia is a 
global company, it works also in places such as the Middle East or Asia, and not only receives 
information from European customers but from other parts of the world. She raised the question as 
to whether it would be ethical to see data from everywhere in the world when there are no clear 
guidelines. Interviewee 3 also pointed out the issues with different regulations:  

“Northern Europe is doing well; Germany is most strict. Italy, Spain, Portugal strict. [Some 
others do not] really care” (Interviewee 3 2018)  



 

239 
 

Interviewee 2 explained that European laws are much 
stricter than most other nations, and in following the 
European laws Nokia restricts data sharing. It hence does 
not share data with third parties, and has just one person 
looking at data unless there is a clear need for more. 
Interviewee 4 also pointed out that there is a Nokia 
“sensitive data handling policy”, which involves rules for 
data encryption and storage, which is closely monitored. 
Furthermore, special clearances are required to access 
some data, although the cybersecurity research team is in 
a “privileged” position to receive such data. Interviewee 4 
noted that some data is not allowed to be copied, just 
processed on the server. 

Interviewee 3 added that governments are also involved and there is a need for standardised 
practices:  

“In telco we have some interesting issues that are coming up. It’s not just telco versus 
attacker. You have two other players. Standardisation, where you try and make a level 
playing field for everyone. Then you’ve got governments, [say] security services, who might 
say, “Well, let’s get rid of encryption, because bad guys use encryption” (Interviewee 3 2018).  

Interviewee 3 explained that the spirit of GDPR is not about compliance but about risk management, 
and companies have to show that they are doing due diligence and minimizing the risks as much as 
possible. As an example of this, Interviewee 2 suggested that in order to review data, you can ask for 
one group of phones instead of having access to the whole network, which would compromise a 
large number of people. In contrast, Interviewee 3 argues that according to US laws, the National 
Security Agency (NSA) are allowed to collect data of domestic individuals which they then send to 
the UK for analysis. There was also general agreement that what mattered was not just being 
compliant with the letter of the law, but also the spirit. The team noted that Finnish regulators in 
particular are not only concerned with compliance but also the motivations behind activities, and 
where the boundaries lie as to the limits of acceptable practice, which speaks of a high ethical 
standard.  

4.3 Monetization issues 

The team felt that the existence of public clouds and data sharing with different companies such as 
Amazon increases the potential for monetization of data. Different stakeholders are looking to 
monetize data, which is very privacy sensitive. Interviewee 1 argued that these new advances and 
technologies are helping to monetize customer’s data, like targeted advertisements. Interviewee 4 
added that some companies are seeking to monetize data within the current regulations, which is 
something that, according to Interviewee 4, must be questioned:  

“are we doing the best we can before we monetize it, selling it, whether using it for mining – Is 
anonymization and privacy worth it? Can we prove to a certain knowledge, mathematically, that 
this is anonymized… can we quantify that point?” (Interviewee 4 2018) 

There was … general agreement 
that what mattered was not just 
being compliant with the letter of 
the law, but also the spirit.  
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However, the team agreed that not all operators have 
cybersecurity people, and not many people are working 
on telecommunications cybersecurity within operators. 
Thus, people that have expert knowledge are rare in this 
field. As Interviewee 2 pointed out, there are relatively 
few European security teams; companies such as KPN 
and Orange have one, but not every operator does. 
 
Furthermore, and related to the lack of security 
expertise, the team felt that there is a need to manage 
customers’ expectations. Many customers place a high 
value on SIS even though they do not understand it or 
the level of security it can engender. Some customers 
“want perfect security right from the start” (Interviewee 
3 2018). In addition, these expectations also hold true 
among some operators and senior managers who are 

guilty of “off-loading perfect expectations to machines” (Interviewee 1 2018).  

4.4 Anomalies  

Interviewee 4 pointed out that in cybersecurity there is a need to search actively for anomalies. 
These have arisen for the team in the case of identifying fake base stations. Interestingly, 
Interviewee 4 mentioned that the U.S. has been trying to stop the news about these fake base 
stations because knowledge of their existence may damage the trust that people put in the 
networks.  

“in China you have fake antennas or fake base stations which can push advertisements etc. 
to people’s phones, and there have been thousands in China… In France, these fake base 
stations are used by the police to catch all the phones, not to do something malicious 
because is kind of the police enforcement, these are the so-called anomalies, when you have 
for a short period of time a phone for which service is delayed” (Interviewee 4 2018)  

Interviewee 2 explained that they did not encounter many fake stations, but rather, they see attacks 
which seem to come from other network operators. e.g. a telecommunications provider in Barbados 
asking another telecommunications provider in Finland for the location of a Finnish subscriber, when 
there is no obvious technical need (such as to enable roaming). In such cases there is clearly no 
reason to give that information. Nokia also makes use of firewalls to prevent attacks, but these need 
to be tailored to avoid false positives and blocking too much legitimate traffic.  

4.5 Policy issues, awareness and knowledge 

Nokia holds mandatory ethics training for all staff, which covers privacy compliance. However, 
Interviewee 3 suggested that it could be far more effective than is currently the case:  

“it appeals to the lowest common denominator for everyone, when it says things like – you 
should apply privacy by design, you should use methods and processes…”  (Interviewee 3 
2018)  

However, Interviewee 2 offers a more positive perspective, arguing that it is making both companies 
and users aware of the problem:  

 

Some operators and senior 
managers … are guilty of “off-
loading perfect expectations to 
machines” (Interviewee 1 2018). 
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“at least the message gets through to every employee, that somehow we care, that you 
should think about that” (Interviewee 2 2018)  

Interviewee 3 noted that customer data is strictly regulated at Nokia, with codes of conduct and 
legal frameworks to guide behaviour. The company’s legal framework also provides a base from 
which to determine ethical decisions. Interviewee 4 explained that they had a data-security course 
which was mandatory, and so there are serious attempts 
to deal with the ethical implications of the work. 
Moreover, Interviewee 3 argued that users should also 
have technical knowledge and the technical competence 
regarding practicing safe behaviour online.  
The team agreed that there is a need for more regulation. 
Interviewee 3 argued that privacy and data analytics 
should become regulated industries, similar to car 
management software, or software for medical devices, in 
which industries you have to keep the source code for 50 
years, and it has to be documented and signed before it 
can be used. Interviewee 3 also mentioned that it is worth 
paying attention to the level of training for engineers 
regarding the need for an ethical background. Interviewee 3 explained that every engineer has to 
make ethical decisions at some point. As such it is important that engineers are free to object and 
refuse to participate in certain projects. Interviewee 2 added that they have an Ethics section in 
Nokia that helps with these issues, providing support to employees who may have concerns. 
Furthermore, they stated that there is no code of conduct for cybersecurity.  

4.6 Security  

Interviewee 3 described how IT departments in some companies send internal “phishing mails” 
(emails attempting to trick the recipient into giving private information) to test their security, and 
the problem is that employees tend to have a high record on clicking on them, demonstrating a 
weak level of security awareness. Interviewee 3 also explained that Nokia, amongst other 
companies, have a “hackathon” every year to discover security flaws. Interviewee 4 mentioned that 
they have companywide encryption policies for some sensitive materials, which is easy to use now, 
but that was not the case in the past. Interviewee 4 felt that security is of importance at Nokia, but, 
as Interviewee 1 pointed out, most research is conducted internally so that there is a lack of 
publications, at least for the public space. This leaves a number of unanswered questions, such as:  

“who is attacking your system and what are they after - this hasn't been researched properly, 
or has been researched but not publicly available” (Interviewee 3 2018)  

4.7 Risk Assessment  

Interviewee 4 noted that there is a lack of risk assessment regarding some key aspects of security, 
such as the risk of not having security protocols, or the comparative risk of predictive versus reactive 
strategies. Interviewee 3 said that they had a PhD student currently studying cybersecurity attacks, 
and one of the things that came out of this research is that the attackers do not necessarily go for 
the weakest part of the system, because that is not where “the big game are”. Therefore, this shows 
the need to have cybersecurity teams that will look for security pitfalls in every part of the system, 
even in the parts that are considered more secure by design.  

Compliance training could be 
improved, but it gets the message 
agree that privacy is important. 
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Interviewee 3 further stated that there is a problem in that the technology they work with can be 
misused, e.g. used for spying on different countries. Interviewee 2 continued that even if the 
government has access to this information, the question still remains as to the extent to which 
citizens can be sure that no one else has the same access. What if a government's position changes, 
such as that of Germany in the 1920s and ‘30s? There is very little that can be done under such 
circumstances.  

4.8 Mechanisms to address ethical issues  

During the interview it was noted that there is a need for a culture of openness and challenge in 
organisations, and that the current paradigm of ethical standards in the use of SIS in cybersecurity is 
present but not developed. While the GDPR has improved general levels of awareness of 
cybersecurity and the importance of privacy, there is a need for ethical training for current 
engineers, as well as to develop stricter codes of conduct for this sector. The external regulations of, 
for example, targeted advertising and the issues of internationalization require consideration. 
Furthermore, while GDPR has a strong impact on privacy in Europe, other countries allow companies 
to gather data more freely.  

Nokia has a number of security strategies which go some way to addressing ethical concerns. 
Mandatory training sessions are held annually and policy documents provide guidance. These are 
supplemented by a culture of challenge and openness in which employees feel free to share their 
concerns and step back from working on a project with which they have ethical concerns. There are 
also security measures put in place to keep sensitive data secure, such as limiting the machines on 
which the data can sit, and operating a security clearance system such that only certain people are 
cleared to access the data. 

Engagement with different stakeholders, such as the internal Nokia units, the academic community, 
regulators and government agencies, clients and end users was deemed both desirable and 
beneficial for all.  

5. Conclusion  

Table 2 

Issues arising in Literature Review Issues arising in Interview 
Similarities 

Protection from harm Protection from harm 
Privacy and control of data Privacy and control of data 
Competence of research ethics committees Competence of research ethics committees 
Security issues Security issues 
Risk Risk Assessment 
Business interests Monetization issues 

Codes of conduct Policy issues (awareness and knowledge) 
and mechanisms to address ethical issues 

Responsibility Internationalization, standardization and 
legal aspects 

Differences 
Vulnerabilities and disclosure Anomalies 
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Trust and transparency  
Informed consent  

 

The literature review and the interview highlight a correlation between academic understanding of 
the ethical issues in cybersecurity and those working for the cybersecurity industry. However, both 
have also shown a lack of joint efforts from academia and engineering, and the need to improve the 
dialogue between the two. There is concern that the level of technical abstraction of university-
based development stifles ethical oversight of the development of new SIS technologies in computer 
science. At the same time, there is a need to include ethical oversight in industry, with clearer codes 
of conduct for the cybersecurity community. One of the strongest arguments from the team at 
Nokia was the lack of clear codes for international practice. As SIS technology is being developed 
with cloud computing, and the facility to acquire data from all over the world grows, so there is a 
need to improve ethical protocols for companies.  

Overall, it was shown that ethical concerns regarding SIS in 
cybersecurity go further than mere privacy issues. As it is a sector 
that will grow in the coming years, incorporating ML and the IoT, the 
importance of cybersecurity, and thereby the ethics of cybersecurity, 
will become more important.  

Among the ethical issues we found the following: informed consent, 
protection from harm, disclosure of vulnerabilities, biases, the 
nature of hacking, trust, transparency, the necessity for a risk 
assessment in cybersecurity, responsibility between companies, 
government and users. Interestingly, the issue of monetization (how 
far can one ethically go to monetize customer’s data) appeared in 
the interview but is not one that has been widely discussed in the 
academic literature.  

5.1 Implications of this report  

This report exposes some of the weakest part of SIS technology and the importance of cybersecurity, 
by supporting the claim that there is a need to improve the ethics of research in SIS. The cyber world 
is forming an important part of society and in some areas at least, albeit not among the interviewees 
for this case study, there is a lack of understanding of the ethical problems that come with this, 
which can bring damage to many stakeholders. 

5.2 Future research 

This report argues for the need for multi-disciplinary studies between academia and the technical 
community to prevent ethical concerns from being undervalued.  Future research goes hand in hand 
with legal implications, particularly at the international level, as well the need to create clearer 
codes of conduct for businesses and international practices, and the necessity to increase the 
cybersecurity teams within companies.   

 

One of the strongest 
arguments from the 
team at Nokia was 
the lack of clear 
codes for 
international practice 
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Executive Summary 

Smart information systems (SIS - Big Data and artificial intelligence) are used in Customer Relations 
Management (CRM) to help manage large customer databases and improve customer interaction by 
companies. This case study involves research into the Finnish telecommunications provider Elisa 
regarding their use of SIS in developing CRM. This they use primarily for assessing “churn”, the drop-
off rate of customers choosing not to re-subscribe to Elisa services, and for improving customer 
service by monitoring customer activity on Elisa’s website. SIS has the potential to improve both of 
these areas through developing an understanding based on patterns of behaviour.  

A literature review of ethical issues facing the use of SIS in CRM reveals that there are a number of 
such issues. These include autonomy, control and manipulation of people, privacy, customer 
knowledge as to what happens with data pertaining to them, algorithmic bias, responsibility of 
companies, governments and individuals, trust and informed consent. The interview held at Elisa 
demonstrated that many of these issues are recognised and encountered by practitioners operating 
in SIS. Informed consent and trust were not discussed in the interview while global approaches to 
ethics was raised in the interview in a manner not seen in the literature review.  

Overall, this case study evaluates how ethical issues found within the SIS literature correlate with 
those identified, and tackled, in the business practice of CRM. 
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Customer Relationship Management and SIS: An Ethical Analysis  

Customer relationship management (CRM) deals with the processes and systems that support 
business strategies to build long-term and profitable relations with customers (Ngai et al. 2009). The 
rapid development of the digital world has changed marketing models by transforming CRM 
practices and relationships between customers and companies. Easier access to customers’ online 
data (through social networks, search engine history, or through the creation of cookies and other 
tracking systems) allow companies to gather a huge variety of information about customers. Such 
access also allows companies to create cloud systems which gather and compile the data, and 
strategize and automate CRM practices.  

Advances in Artificial Intelligence (AI) and Machine Learning (ML) have also had a significant 
role in business development since the turn of the 21st century, with many of these developments 
being incorporated into new CRM practices. Braun and Garriga (2018) argue that the ML approach to 
Big Data and CRM overcomes mere statistics or the classification of data and goes one step further 
towards systems which employ machine learning. This, they claim, results in an optimization and 
automation of processes in the process of purchasing goods and services. They state that,  

“with advanced data engineering, we blend data from all collected data sources…and build 
ML models that will accurately predict the propensity of a customer to churn [cease to be a 
customer of the company] based on the stored digital traces... Our models predict the 
propensity to buy a new product” (Braun A., Garriga G. 2018, p. 667-68).  

Thus, Big Data is having a significant impact on the ways in which customers are attracted to, 
and retained by, an organisation. It is therefore important to study the influence on and ethical 
implications of these developments for customers.  

This case study focuses on determining which ethical issues arise in the use of Smart 
Information Systems (SIS) in CRM and how can they best be addressed. This will be carried out by 
the study of the key issues within a literature review and by an interview with an employee working 
at the Finnish Telecommunications Company Elisa53. Elisa currently uses CRM to maintain a strong 
customer base by engaging with customers throughout their contract, and especially when the 
contract is due to expire. At this key time for the company, customers may choose a contract with a 
different company (“churn”). CRM is also helpful in engaging with ongoing customer needs, such as 
maintenance and trouble-shooting.  

The aim of the case study is to identify what ethical issues arise from the use of SIS in CRM, 
whether companies that use SIS for CRM have policies and procedures in place for addressing these 
concerns, and if practitioners are facing additional issues not addressed in the current literature. The 
case study is divided into four main sections. Sections 1 and 2 focus on the literature review. Section 
one reviews the technical aspects of CRM, while section two presents a literature review on ethical 
issues within CRM. Section 3 focuses on the interview with the employee of Elisa. Finally, section 4 
critically evaluates ethical issues that have arisen in the use of SIS technologies in Elisa’s use of CRM.  

                                                           
53 Elisa’s company website can be found at: https://corporate.elisa.com - For more information, go to 
www.elisa.com - Facebook (@elisasuomi) and Twitter (@ElisaOyj). 
 

https://corporate.elisa.com/
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1. The Use of SIS Technology in Customer Relationship 
Management 

This section details SIS technology and companies which are developing CRM practices to elucidate 
how this technology is used in practice. A literature review is conducted on the different ways that 
CRM is used and implemented.  

Hailwood and Gottlieb present a background overview of CRM, and explain that the goals of 
CRM are “acquiring, developing and retaining satisfied, loyal customers” (Hailwood, J., & Gottlieb, D, 
2003). They argue that it is desirable for the overall profit and development of a company to 
increase the number of profitable customers. It is thus 
expected that companies which implement CRM 
successfully will obtain the loyalty of customers. Chen and 
Popovich (2003) argue that a large part of contemporary 
CRM requires the implementation of technology. In a 
similar vein, Winer has charted how the technological 
revolution has changed the relationships companies have 
with clients. The most significant aspect of this is 
increased interaction and improved, customized 
experience for the customer, such that companies now 
have a better ability to “establish, nurture, and sustain 
long-term customer relationships than ever before” 
(Winer 2001, p.89; see also Blázquez, 2014; Parise et al., 
2016; Soudagar et al., 2012).  He continues by stating the 
profitable figures of this new practice: 

“Companies such as Siebel, E.piphany, Oracle, Broadvision, Net Perceptions, Kana, and 
others have developed CRM products that do everything from track customer behavior on 
the Web to predicting their future moves to sending direct e-mail communications. This has 
created a worldwide market for CRM products and services of $34 billion in 1999, a market 
that is forecasted by IDC to grow to $125 billion by 2004” (ibid)  

Winer argues that the creation of a customer database is a necessary first step towards 
establishing effective customer-relationship management (Winer 2001, p.91). Thus, a feature of 
contemporary market practice has been that companies have acquired large datasets regarding 
stock and customers, enabling more effective practices of mass marketing.  

  

 

The goals of CRM are “acquiring, 
developing and retaining satisfied, 
loyal customers” (Hailwood, J., & 
Gottlieb, D, 2003). 
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There are therefore a number of different strategies in CRM in which the analysis of data is 
being used. Ngai et al. (2009) identify four major CRM dimensions (ibid. p 2593):  

Customer 
identification 

is the targeting of users who are most likely to 
become customers. 

Customer attraction involves direct marketing such as sending emails or 
coupons.  

Customer retention incorporates understanding user satisfaction, 
including practices such as  customer profiling and 
one-to-one marketing.  

Customer 
development 

includes historical analysis of data with the purpose 
of predicting future customer desires and behaviours 
(ibid. 2595).  
 

With the increasing technical and financial ability to manipulate and interpret large datasets, 
these CRM strategies have employed data analytics, in which the analysis of customer data and 
behaviours allows the discovery of new and valuable information from customers (ibid). Braun and 
Garriga (2018) affirm this and note that the development of CRM is reflected in questions about 
consumers which are based on hypotheses derived from data analysis, such as:   

• “Consumer profile—by which category can a distinct consumer be described? 
• Interest—what is the specific consumer interest?  
• Next best product—what is she most likely to buy next?  
• Cross- and upsell—what other product or services can be offered?” (Braun A., Garriga G. 

2018, p.665). 

CRM has therefore become an online behavioural targeting (OBT) practice which comprises 
the monitoring and tracking of customers’ online behaviour as well as the use of collected data to 
individually target and understand specific customer segments (Boerman, Kruikemeier, & 
Zuiderveen Borgesius, 2017).  

This has been particularly significant in areas where customer data was collected prior to 
developments in computing ability. Banks and telecommunications companies, for example, have 
standardly gathered large amounts of customer information since their inception. Writing in 2001, 
Winer offered several examples of different companies’ database practices that were already well 
established at the beginning of the 21st century.  

3Com had created a global database from their global operations storing 
records of e-mails, contacts, and locations. 

Taylor Made a golfing equipment company, gathered more than 1.5 million 
golfers’ names, together with addresses and even vacations and 
birthdays. 

Borders the bookseller, prior to its collapse in 2011, collected all of its 
customer information into a single database and sent emails 
tailored to each customer’s reading interests. 

Thomas Holidays a British tour operator, gathered information about individual 
expenses from customers which enabled them to discover which 
customers were more profitable (Winner 2001, p.92-97). 

In recent years, these practices have become more controversial with the rise of new and 
easily available analytical tools such as Google Analytics, which, according to Dubois (2015) are used 
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by 50% of companies. These tools have allowed for different forms of behavioural targeting such as 
tracking web browsing through the use of cookies and the development of automated monitoring 
tools. Furthermore, different analyses are standardly made about overall demographics and 
populations, including geographic locations. For example, the recently-defunct Cambridge Analytica 
writes on its website that it targets audience groups through collecting more than 5,000 data points 
for each individual, and over 230 million individual American consumers (Cambridge Analytica, 2017; 
see also Cadwalladr and Graham-Harrison, 2018). 

In contemporary practice, CRM has become based on the technological ability to obtain and 
analyze customer information. However, with the possibility of tracking and creating profiles of 
customers, and the increasing ability to gather large swathes of information, concerns have been 
raised as to the potential for a negative impact. Privacy issues, a lack of control and a fear of 
manipulation can come with these new and rapidly evolving methods. The next section will focus on 
these ethical aspects of SIS in CRM.  

2. Ethical Issues of Using SIS in CRM 

Data analytics is a growing business that has changed the traditional market to a digital one involving 
the storage and analysis of large quantities of data to offer predictions based on users’ behaviour 
(Braun 2016). Developments in SIS technology pose new challenges and questions on the continuous 
collection and analysis of data and the impact this can have on consumers. SIS can be seen as a 
powerful tool that gives new insights and addresses issues such as terrorism or health and disease 
(Moorthy et al. 2015, p. 75), as well as providing more personalised service (Macnish 2018, p114-
17). However, Big Data also risks decreasing user privacy and increasing the potential for companies 
to control and manipulate customers.  

The possibilities for CRM that come with Big Data analysis raise important issues such as: 
• ownership of data,  
• how data can be shared and remain protected,  
• how companies can prove the use of data to their customers, and  
• how customers can take greater control of their data (Braun A., Garriga G. 2018, 

p.671-672).  

In 2018, The UK Institute of Business Ethics published an article discussing fundamental 
values and principles for the use of AI in business: accuracy, respect of privacy, transparency and 
openness, interpretability, fairness, integrity, control, and impact (IBE 2018). A literature review 
demonstrates that a number of ethical issues are being discussed within the academic community. 
These include autonomy, control, manipulation, privacy, users’ knowledge, responsibility, trust, and 
biases (see below). This section will therefore present a literature review of the ethical and societal 
issues arising from the use of SIS technology in CRM practices.  

The literature review was carried out through a combination of online search using generic 
engines such as Google and Google Scholar, and discipline-specific search engines on websites such 
as PhilPapers.org and the Philosophers’ Index. The bibliographic references of elected papers were 
then used to locate further literature. Generic searches on Google also provided links to trade 
publications and websites that were a further source of background information. 
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2.1. Autonomy, Control and Manipulation 

There is a concern among some authors that the autonomy of customers is being 
undermined through the employment of data analytics. Weston questions whether data analysis 
techniques are able to measure virtue, cautioning that such analytics are not a neutral tool or 
measurement: they can expand, constrain or alter people’s choices and behaviours, each of which 
has an influence over the user. He suggests that data analytics treats individuals as already having 
made or being inevitably about to make certain choices, often with a moral component (Weston 
2016, p.38 - 40), but challenges this by suggesting that virtue is “too broad and flexible to be 
measured” (ibid, p.33). Weston demonstrates that predictions can be a way of giving strong 
recommendations towards choices and desires, as well as a means to follow and pressure customers 
around the Internet, leaving them with less autonomy to decide for themselves. Weston’s 
arguments suggest that there are two sides to data predictions: the accurate prediction of a desire 
may at one and the same time involve the constraint of choice (ibid p. 37-38).  

Boyd and Crawford (2012) argue that design decisions determine what will be measured for 
analysis. This implies that the designers of the analytics systems are making decisions, whether they 
realise it or not, about which attributes and variables will be counted and which will be ignored. As a 
general reflection on the design of data analytic systems, this has an impact on the design of such 
systems used for CRM. 

Harrison and Grey (2010) have exposed a correlation between consumer debt and financial 
institutions’ access to information. The authors show how a rise in consumer debt occurred at the 
same time as the development of complex marketing profile methods that included neural networks 
and predictive models to target consumers (Harrison and Grey 2010, p. 437). They explain how 
models that predict a consumer’s likelihood of bankruptcy are used to evaluate the profitability of a 
client, instead of preventing consumers from making harmful financial decisions. For example, new 
SIS practices can target people who are financially vulnerable and therefore more susceptible to take 
out a loan (ibid, p.438). Based on these insights, the authors argue that current consumer policies 
are insufficient to protect susceptible consumers from new direct marketing techniques that use 
customers’ information to exploit and manipulate them (ibid).  

Hence SIS technology generally, and by extension that used in CRM practices, has the 
potential to restrict choice and modify the behaviour of customers. This amounts to the possibility of 
restricting autonomy and controlling some consumer choices. 

2.2. Privacy and Knowledge 

Internet access using platforms such as Google, Facebook, or Twitter allows for personal information 
to be disclosed to the platform and other websites, even if customers do not want to reveal this 
information. Therefore, privacy issues are a significant concern for CRM practices:  

“people unknowingly and unintentionally are communicating personal data to someone 
else. For marketers Big Data is a powerful weapon for capturing consumer data directly, 
indirectly, unobtrusively, with and without permission and participation” (Moorthy et al, 
2015, pp. 92-93).  
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Moorthy et al. mention the well-known example of Target, a company which developed an 
algorithm to find pregnant women based on users’ previous activities online (ibid p.92; see also 
Duhigg, 2012), and the use of facial recognition in social networks to identify people in dating sites 
(ibid p. 93). Similarly, Braun and Garriga (2018) demonstrate the challenges of using data analytics 
and explain how anonymous data can lead to uncovering individuals’ identity (Braun A., Garriga G. 
2018, p.666). Data anonymity is no longer sufficient because by enriching previously anonymous 
data with external or historical data, personal information may be reconstructed by, for example, 
finding a person’s location hourly by analysing different entry points (De Montjoye, et al. 2013).  

Ghosh and Moorthy (2015) also argue that the automation of marketing practices reduces 
transparency such that the opportunity of exposing sufficient knowledge to customers for informed 
critique is reduced. For example, the cookie consent procedure introduced by the European 
Parliament (EU Parliament, 2002) is not enough for a new user to understand the complex 
mechanisms of data gathering and what a company may be using those data for (ibid, p.93). Data 
can be stored for longer periods of time and might be put to different purposes. In addition, the 
authors emphasize that there are important risks to security breaches, such as credit card fraud, 
given that the data are generated from multiple and different points, rendering them difficult to 
secure (ibid). Similarly, Braun and Garriga (2018) affirm that the nature of Big Data is to store the 
data for later use despite often not knowing what that will lead to, which can lead to consumers 
being uninformed about data usage (Braun A., Garriga G. 2018, p.671). 

2.3. Informed Consent 

A further challenge to the collection and use of data for CRM and elsewhere is the possible lack of 
informed consent given by the consumer for data to be used (Foster and Young, 2011). Data may 
have been given initially for a particular reason, and yet, as noted above, this reason may be 
replaced by other interests at a later date. In such cases the company may hold the data but not 
have received informed consent for its use to the latter end. In the case of CRM, the data is collected 
by the company as customers subscribe to services, but customers may not always consent to having 
their data analysed for insights or profiling. Even when consent is given, as for instance in the case of 
store loyalty cards, the apparent means of gaining consent may consist of merely ticking a box to say 
that you agree to the terms and conditions. However, it is widely accepted that very few people ever 
read these terms and conditions, and as such the validity 
of that consent is questionable.  

The problem of consumers not reading these terms and 
conditions to which they give consent is heightened when 
companies feel the need to protect their terms and 
conditions in legalistic jargon to avoid class action 
lawsuits. In such cases, even when a customer attempts to 
engage with the terms and conditions they may find that 
they are unable to understand these. 

While the centrality of informed consent is well 
established in some fields such as medicine and academic 
research, it is less so in marketing. Prior to the 
introduction of the General Data Protection Regulation 

 

It is widely accepted that very few 
people ever read these terms and 
conditions, and as such the validity 
of that consent is questionable.  
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(EU Parliament, 2016) and in areas outside the jurisdiction of the EU, a response sometimes raised is 
that there is no harm involved in the collection and use of such data for purely marketing purposes 
and so consent is less important than in the aforementioned fields (Hill, 2014). Yet the reason for 
gaining informed consent from customers, or indeed anyone, is both to limit harm and to respect 
the autonomy of the individual to participate (Beauchamp, 2009; Manson and O’Neill, 2007).   

2.4. Bias 

Concerns of bias entering into AI and ML have been growing since at least 2010, and have been well 
documented by Cathy O’Neil, amongst others (Mittelstadt et al., 2016; O’Neil, 2016). Despite surface 
assumptions that computers are unbiased as they do not recognize e.g. skin colour or gender, 
increasing research has been conducted evidencing the potential for the outputs of automated 
systems to be prejudiced against certain groups of society (Macnish, 2012). This may come from 
ignoring culturally-specific practices such as clothing choices or walking behaviour, or from drawing 
understandings of the norm (from which any deviance is recognized by the automated system) from 
dominant cultures.  

Within CRM this might lead to certain groups of society being either ignored, or targeted for 
particular attention, for no reason other than that the determining program was biased. Ultimately 
this can lead to legal issues if some groups receive too much or too little attention and respond 
negatively towards the company as they perceive this to be discriminatory. 

An example of this would be when a high-end store uses a loyalty card to maintain contact 
with regular customers. Given the nature of the store, regular customers are likely to be more 
wealthy than average. To maintain good customer relations, customers with loyalty cards are 
offered benefits to “thank” them for their loyalty. These might come in the form of free drinks at the 
in-store bar, special viewings of sale items, or exclusive savings. In this way, regular (wealthier) 
customers end up paying less for items in the store than irregular (poorer) customers, potentially 
exacerbating wealth disparities in society. 

An alternative example is that of searching for hotels on an Apple computer or a Windows 
computer. According to a Wall Street Journal article in 2012, the hotel search engine Orbitz would 
steer Apple users towards pricier hotels on the assumption that a person who used an Apple was 
wealthier than one using Windows (Mattioli, 2012). In this case, price discrimination is taking place 
with a lack of transparency in such a way that people are benefitting from (or being penalised for) 
their perceived wealth. 

2.5. Responsibility and Trust 

The unequal power relationship between companies and consumers creates new concerns of 
accountability, and data ownership (Braun A., Garriga G. 2018). Thus, responsibility for the data is a 
key concern; for example, the credit risk based on social network profiles has been proven to be 
inaccurate (ibid p. 667). Data protection and company responsibilities are important for any 
organization that runs a business built on trust, in which frameworks such as privacy by design are 
necessary. The following recommendations have been made for business through Privacy by Design 
(Braun A., Garriga G. 2018, p. 672-673):  
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• Data sharing with the authorization of the owner (consent) of the data for a specific time 
frame and for specific purpose;  

• Data limits for the purpose of the request;  
• Not using data against customers, data should be used for the only purpose established 

between the owner and the business at the moment of applying data services;  
• Confidentiality and data not to be shared with third parties;  
• Necessity and proportionality in which business should only store and process data that is 

necessary for its services and products.  

3. Case Study: a Telecommunications Company using CRM SIS 

It is important to evaluate whether the ethical issues raised in the literature correspond to those 
addressed by practitioners. In order to do this, this section focuses on Elisa, a telecommunications 
company in Finland, and its use of CRM SIS in practice. Elisa uses SIS technology in online marketing 
practices to improve productivity and reduce churn. It is a telecommunications, ICT and digital 
services company operating mainly in Finland and Estonia that provides environmentally sustainable 
services for communication and entertainment, and the tools for organizations to digitalize their 
operations and improve productivity (Elisa, 2017a). Background research about the use of SIS 
technology by Elisa was conducted, and an Elisa staff member interviewed. The staff member is 
responsible for data analysis as part of the group which handles data security and privacy issues. 

The interview was conducted in October 2018, at Elisa’s Headquarters in Finland. During the 
interview, the uses of SIS were discussed, and the most fundamental issues corresponding to this 
technology were reviewed. The qualitative analytics software tool (NVIVO) was used to categorise, 
define, and evaluate the content of the interview. The interview conducted at Elisa was then 
segmented and categorised within these nodes, which were analysed to produce this report.  

3.1. Description of SIS technologies being used in Elisa 

Elisa serves more than 2.8 million customers who account for over 6.2 million subscriptions. The 
company has become a market leader and presents itself as a pioneer in new network technologies 
and innovations, such as 5G. Elisa cooperates with Vodafone and Telenor, among others, to enable 
global services. The company is listed on the Nasdaq Helsinki Large Cap with approximately 190,000 
shareholders. In 2017, revenue was 1.79 billion euros, and the company employed 4,700 people in 
13 countries (Elisa, 2017a). 

Among the regional competences of the group dealing with data analytics, there are three 
aspects: cybersecurity development, video conference and contact centers (Elisa, 2017b). In 
addition, Elisa also works with different operational models and subsidiaries such as Elisa Videra, 
Elisa Applesiini, Enia Oy, and Elisa Estonia. As an example, through Elisa Vidiera, the company has 
introduced “Hummingbird” (Elisa, 2018), a system designed to monitor and manage assets 
(customers) and infrastructures; the data it retrieves goes to the study of performance and trending. 
The principles included in Hummingbird are: real-time advice and interfacing, Big Data management, 
IoT Device management and control, process and workflow automation, abstracted visualization, 
and machine learning. 

The interviewee explained that the application of SIS is simple: it mainly refers to rule-based 
systems that enable the handling of customer data to improve systems and services. The purpose of 
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the technology is network optimisation and the unification of customer identification across 
platforms. Elisa creates a common digital identity (ID) for a user from different databases to a 
common master ID, which helps to identify a person in as many ways and places as possible. This is 
possible through the improvement of machine learning (ML), where Elisa employs data-scientists to 
create matching algorithms, and the “Aison” product, which is an ML automatic optimization 
network that helps to, for example, reduce phone calls to customers by finding how likely a 
customer is to answer their phone call when Elisa is conducting outbound calls. Thus, while accuracy 
is important, for Elisa better processes and more suitable solutions for customers are needed.  

Elisa is also working with AI, where a number of different experiments have been tried, such 
as reducing customer-care contact. Currently Elisa is very good at estimating whether the customer 
will make contact again: in the case of billing, for example, the company has found that a typical 
customer will generally make contact after seven days. Moreover, Elisa uses large datasets to 
determine the profitability of a subscription package when matched to a particular customer. This 
then enables the company to avoid being “gamed” by customers. It has also implemented a chatbot, 
which is a text-based machine operator, by which customers communicate with a machine instead 
of talking with a human. The chatbot is an option for customers who go online to engage with the 
company, to filter people whose problems can be resolved relatively easily from those whose 
difficulties require a human to engage with. When it is used, the chatbot is always displayed to be a 
robot, so there is no deception on the part of the company in pretending that customers are 
speaking to a person when they are not. Furthermore, customers are given the choice whether they 
would prefer to speak to a person or a chatbot, so consent and personal choice are respected. The 
benefits of using chatbots in this way are that they free up customer support to focus on more 
challenging issues while the automated system can resolve relatively straightforward issues. 

The algorithms used by Elisa allow for pricing decisions to be made based on modelling, which create 
assumptions about customers. The interviewee explained that customers are treated differently if, 
for example, a customer has a higher mobile score. However, the interviewee also held that Elisa 
does not engage in price-discrimination. In the future, the interviewee noted, modelling scores could 
become a tool to find the optimal price to keep a customer subscribing.  

Elisa operates in an industry where the tools of the future are built through continuous 
development, innovation and cooperation between stakeholders in different fields. For this reason, 
the company are also closely involved in research projects and startup activities in the industry. The 
interviewee explained that the company is looking for future projects such as voice-recognition to 
identify customers and save time in gaining customer data in a phone call. While it is relatively easy 
to recognise a person online, it is not as simple within a 30 seconds call. Hence Elisa are looking into 
the storage of voice-samples from customers, from which it will be easier for the customer to be 
recognized instantly while talking with an Elisa agent. In addition, the interviewee considered the 
benefits of the possible use of cameras on set-top boxes (STB) to ensure that a person watching TV is 
not underage.   
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Table 1 
Description Organisation 1 

Organisation Elisa 

City Helsinki 

Sector Telecommunications 

Name Interviewee  

Length 123 minutes 

 

3.2. The Effectiveness of Using SIS for Elisa 

The effectiveness of SIS for Elisa relies on its understanding of the reasons for Elisa’s “churn score”: 
the number of customers ending their subscriptions. The aim of Elisa’s model is to further increase 
customer orientation and cost-efficiency. For example, the interviewee explained how Elisa asks 
customers for consent to combine their browsing data with CRM data, which enables Elisa to know if 
they have a problem beforehand from the browsing behaviour, for example, if they added 
something to a basket but they have not finished the purchase. In addition, if a customer bought a 
mobile router from Elisa but the customer is browsing that router online, it is probably because they 
do not know how to use it. 

SIS has also been useful in saving time for customers, keeping customers interested in subscribing to 
Elisa, and even finding criminal behaviour. It is therefore evident that the use of SIS brings numerous 
business and customer benefits. However, the company has also faced problems such as the 
unification of identities: the interviewee stated that there are 11 million different customer 
accounts, which is greater than the population of Finland. Given that the majority of Elisa’s 
customers are Finninsh, the interviewee saw it as imperative that the companies improves customer 
identification across different systems such that each individual entity (person or company) has a 
unique identity.  

4. Ethical Analysis of CRM Using SIS 

The interview conducted at Elisa and the background research highlight a number of ethical issues as 
a result of using SIS technology in CRM practices. These issues widely reflect those found within the 
literature as discussed in section 2 of this paper. There is therefore a great deal of correlation 
between academic understanding of the issues with those working in the industry. There is also a 
relation between the issues faced with CRM technology and the difficulty of dealing with these 
problems. For example, the power and the potential of gathering data affect the consumer in ways 
that might have not been predicted. This is a concern which the industry, including Elisa, agree upon 
but can find no easy solution. Questioning how much quantity of data is necessary to store is a 
challenging and complex question to answer effectively. Thus, there is a need to start the dialog 
between the ethical and technical fields.  
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4.1. Intrusion and Regulatory Differences 

Elisa is able to ask customers if they can combine their browsing data with CRM data, which enables 
identification of a problem from their browsing behaviour. This, as the interviewee explained, can be 
very intrusive. However, Elisa seeks consent from customers and the terms and conditions are visible 
on the website. The interviewee pointed out that tracked browsing behaviour relates only to that on 
Elisa’s own website, and not data gathered from other websites or third parties like Google. 
However:  

“The question still remains as to what kind of benefits the user gets out of it.” (The 
interviewee)  

The interviewee also argued that Elisa does not need to store excess information beyond 
that which is already being used.  

“Thinking from customer's perspective: if something doesn't benefit the customer, then 
there's no point doing it either” (The interviewee) 

Elisa uses data for modelling in order to find the products that a customer is most likely to 
buy. In this way, the interviewee argued, the service level becomes much better. The interviewee 
also discussed the possibility of storing data even if it is not useful, just because in the future it might 
be. In China, the interviewee explained, the usefulness of data gets to a different level. Chinese data 
collection tends to be more intrusive than European, so there is a need to assess the cultural and 
legal parameters of different markets.  

The interviewee mentioned the difference between the impact of GDPR in Europe and the 
situation in other countries, where GDPR does not apply. Depending on the country and the culture, 
laws are different in a way which influences competitive advantage. For example, it would be 
comparatively easy for a company based and operating outside of the EU jurisdiction to develop a 
dataset that would be unethical to produce in Europe. On the basis of this dataset, the company 
could then develop a highly effective SIS which could then be sold in Europe. This would be 
economically advantageous to that non-EU company, provided no personal data collected in this 
manner ever entered the EU. The interview felt that, particularly in the light of GDPR companies in 
Europe both have to and should protect the privacy of European citizens, but that it is incumbent on 
the EU Parliament to make sure that those companies can continue to compete in the international 
market, and especially with different parts of the world which espouse different ethical values. 
Therefore, questions need to be raised about the possibility of the EU placing restrictions on the sale 
of SIS products which cannot provide evidence of ethical development. 

4.2. Privacy and Security 

As noted above, privacy issues are a concern, as is the lack of awareness that people have about 
certain devices, such as mobile phones and smart TVs, being recorded. The interviewee explained 
that there have been suggestions of putting cameras and microphones in set top boxes, which would 
invade the privacy of users’ homes. In addition, the interviewee pointed out that it is currently 
possible to gather and analyse TV watched based on subtitle data without the need to carry out 
video or audio analysis. However, any algorithmic categorization of people based on content 



 

262 
 

watched will prove difficult to use in predicting behaviour as two very different people can watch 
similar programmes on TV. 

The interviewee further argued that GDPR can serve to raise awareness about the 
importance of privacy:  

“[GDPR can encourage] an awareness among people towards asking what data is being 
collected from my behaviour? How much data does Facebook (for example) have from me 
and how much benefit is there in that for me?” (The interviewee)  

 4.3. Bias and Manipulation of Data 

The interviewee argued that ethical concerns in physical systems are relatively easy to recognize, but 
with digital systems and algorithms an entire system can become biased in a way that is difficult to 
recognize, for example in cases of gender discrimination. Machine learning systems (MLs) learn from 
what humans teach them, however many people make the assumption that the information 
provided by an automation system is correct and unbiased; people trust these systems even if they 
are proven to contain false positives or false negatives.  

Furthermore, the manipulation of customers is possible through the lack of transparency in 
how these systems function. Informed consent is an important issue, as noted in the literature 
review, but there is often a lack of clarity on exactly what informed consent allows in particular 
cases. The interviewee expressed concern about reports on the behaviour of Cambridge Analytica 
and fake news, and questioned how to educate people in a way that they become aware of this type 
of manipulation.  

“this should be a part of the education, even if people understand much more how this 
manipulation is taking place nowadays, to recognize when they are being manipulated is a 
valuable skill” (The interviewee)  

This also shows the need to increase awareness amongst the general public, as individuals 
should be more capable of identifying when they are being manipulated. Furthermore, the 
interviewee affirmed: 

“Democracy will be broken as long as people don't know when they are being manipulated” 
(The interviewee)  

The interviewee expressed how they personally worries about an increasingly Orwellian 
society and all the surveillance that could be carried out with the kind of data Elisa collects, 
particularly if governments have access to this data. The interviewee held that in China the public 
knows that surveillance is taking place; in contrast, in the Western world most people do not know 
really what surveillance is being performed, nor who is conducting it. However, the interviewee did 
not produce any evidence to support this claim.    

4.4. Responsibility and consent 

During the interview the issue of responsibility was raised, in particular the consideration of who has 
responsibility for collecting data, overseeing that data collection, and informing the public as to what 
happens to the data: 
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“Should it be related to individual education or corporate responsibility?” (The interviewee)  

 
The interviewee mentioned that Elisa has public policies for handling customers’ data; a 

code of conduct (Elisa, 2015) and have trained data scientists in this area. In the company it is 
possible to download the personal data that is stored for each individual subscriber as well as 
managing the consent from customers. This relates to the company’s responsibility. The interviewee 
argued that Elisa can always do better at informing customers, analysing how well a customer has 
read and understood the consent. As an example, the interviewee mentioned the Google-inspired 
mindset of “don’t do evil”. The interviewee also felt that governmental organizations should be far 
more regulated than is currently the case. 

4.5. Transparency and the company’s vulnerability 

It is frequently difficult to make algorithms public, and most customers would not have the ability to 
understand those algorithms or the input data needed to run them. Furthermore, the algorithms 
change quickly and models are constantly being updated. From this, one can see how the notion of 
public "acceptance" of certain algorithms does not really work. 

The interviewee argued that for a company, it can be the case that the more open you are, 
the more vulnerable you are. From a financial perspective, the company has created a model using 
data to determine, for example, how profitable a customer is. However, Elisa is not yet able to utilize 
that data to make decisions based on algorithms. Nonetheless, traditional rule-based systems render 
it easier for customers to game the system, giving them more power and control over the company’s 
offers. This suggests that as regards new CRM practices it would clearly be in the company’s 
interests that the algorithms not be transparent. As the interview said: 

“we might be there on a couple of years, and this might affect the capacity of people to use 
that in their benefit, and the company will be less vulnerable” (The interviewee)  

 It was argued that GDPR has raised general awareness of data-related privacy issues and led 
to discussions of personal data collection. It has encouraged people to question what is being 
collected and why. As a result, the organisational policies in place to address the use and handling of 
customer data have been made transparent to the user, who can request data from the Elisa 
website. Similarly, the company’s code of conduct (Elisa, 2015) is also available on the website. The 
following values are included in the code of conduct: consumer orientation, responsibility, renewal, 
result orientation, and collaboration. The website also mentions the importance of maintaining the 
trust of the customer, and the importance of confidentiality in managing customer data. However, 
this doesn’t always sit easy with the problems raised above regarding the desired opacity in at least 
some employment of algorithms as well as the challenge of codes becoming out-dated.   

5. Conclusion 

There is a need to protect customers from being exploited and misguided through data manipulation 
and analysis. New advances in CRM practices and data technologies bring social benefits, but also 
ethical issues that must be examined. This case study demonstrates how companies are using SIS in 
CRM strategies and their social and ethical implications. The main purpose of this case study was to 
uncover which ethical issues arise in the use of SIS in CRM. Based on the literature review, the 
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following issues were identified: autonomy, control, manipulation, privacy, knowledge, informed 
consent, bias, responsibility and trust.  
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Table 2 
Literature Review Interview 

Autonomy Autonomy 
Manipulation of people Manipulation of people 
Privacy Intrusion 
Knowledge Lack of knowledge by customers 
Bias Bias 
Responsibility Responsibility 
Trust  
Informed consent  
 Different ethical values globally 

 
The interview conducted at Elisa offered a recent perspective on the real-world applications of 

data management, and also addressed these issues; this case study raises a number of concerns with 
SIS in CRM:  

1) intrusion and questions over the usefulness of data  
2)  issues of manipulation and the lack of customers’ autonomy;  
3) the potential for biases in CRM analysis because it is not value-free;  
4) the cultural differences of ethical issues in different countries;  
5) the lack of knowledge and awareness by the customer regarding the collection and use of 

their information; and  
6) the necessity of companies taking responsibility for data collection and use.  

One category that was not mentioned in the literature but was in the interview is that of 
cultural differences in an international setting. This relates to the fact that there are different laws in 
different countries, and what is considered to be ethical also changes, which has implications for 
competition in the international market. Thus questions regarding the potential ongoing implications 
of international policies and laws are worth considering. This is of particular concern regarding cases 
where non-European countries may collect data and develop algorithms. In this way, algorithms may 
be designed and developed outside the EU in a manner incompatible with European regulations 
such as GDPR. Nonetheless, as explained above, the algorithms could then be employed in Europe in 
competition with European-developed algorithms. The corporate concern, at least in this instance, is 
hence that European companies will be unable to develop competitively powerful algorithms, given 
the limitations on data collection resulting from GDPR. This has long-term implications if it means 
that unethically-developed products will eventually take over the market due to their effective 
superiority. 

The power and potential of CRM data gathering lead to a variety of ethical issues. Overall, 
there is a need to address ethical issues in the technical sector and the importance of companies’ 
responsibility in this vastly changing CRM area. The literature review demonstrates that there are 
questions that arise during the case study which have not been considered in academia, due to the 
novelty and difficulty of these practices.  

5.1. Limitations 

There is a dearth of literature specifically addressing ethical issues arising from SIS use in CRM. The 
focus in applied ethics has tended to be towards social media and insurance uses of algorithms, but 
CRM in a more general context has not received the attention it merits. Much of the research 
providing the background literature review was drawn from papers discussing ethical challenges 
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with SIS in general rather than specifically in cases of CRM, and there are few CRM-related examples. 
While the interview has raised new ethical issues not covered in the literature, it only engaged with 
one interviewee from one company. The insights gained above are significant, but they could be 
supported or challenged by engaging with further interviewees and in other companies. 

5.2. Contribution to Knowledge 

The research outlined in this report brings several contributions to the state of knowledge regarding 
the use of SIS in CRM practices. This case study not only offers an addition to current literature and 
business practices, but also a study for policymakers with new insights into these developing 
technologies.  

This case study offers a literature review of the most pertinent ethical, social and legal issues 
of CRM. It also presents an interview with an employee working in CRM for one of the largest 
telecommunications companies in Finland. The interview demonstrated that the academic literature 
largely raises issues of which practioners are aware through day-to-day involvement with SIS. 

One element of particular concern for the interviewee which has not been explored in depth 
in the academic literature is the global element of ethical values when it comes to developing SIS. 
There is a real concern that those companies which develop SIS in a more ethical manner (by, for 
instance, adhering to laws such as GDPR) may suffer from this. While this should not be a concern in 
the short term, it may lead to the eventual replacement of those companies by others who are able 
to compete through not following (and not seeing the need to follow) the same ethical restrictions. 

5.3. Implications of this Report 

This report can have implications for the development and furthering of CRM theory and knowledge.  

The interview also has practical implications; given that it involves a company on the cutting 
edge in their field. It brings new ethical perspectives to bear on the limitations of CRM. It is hoped 
that the case study will offer ethical insights to the current field that can be implemented.  

5.4. Further Research 

This case study is based on a single interview with a single company. While the information gained 
from that interview is insightful, it is clear that further interviews should be held with other 
businesses. These would help to determine whether the issues raised here are shared more widely 
or are unique to the company interviewed, or indeed whether there are other relevant ethical  
issues not explored here.  

 It would be valuable to pursue the concern that GDPR and other European regulations place 
European companies at a competitive disadvantage relative to non-European companies, who are 
able to collect data (and hence develop algorithms) with fewer restrictions. If this is the case then 
work should be carried out to determine how best to protect European companies from being 
harmed for acting in an ethical and respectful manner. 

This case study has also shown that the nature of CRM technologies is in a state of 
continuous development. Additional developments will continue in the future, such as algorithms, AI 
and ML, and further ethical analysis will be required to monitor their implementation in CRM 
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practices. To this end, there is a need for ongoing dialog between the ethical community and the 
CRM community as to which business practices should be pursued in the future. 
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Executive Summary 

This report presents a case study on the ethical issues that relate to the use of Smart 
Information Systems (SIS) in predictive risk intelligence. The case study is based on a company 
called Prewave that is using SIS to provide predictive risk intelligence in supply chain 
management (SCM), insurance, finance and sustainability. Using Prewave as a case study, this 
report covers an assessment of the company recognises ethical concerns related to SIS and in 
what ways it deals with them. To understand some of the ethical implications of using SIS in 
predictive risk intelligence data was collected through a document review and two semi-
structured interviews. The document review included an analysis of the literature on ethical 
issues with the use SIS in predictive risk intelligence, Prewave’s website and case studies. The 
semi-structured interviews were conducted with two participants from Prewave. 
 
Results from the case study indicate that the main ethical concerns with the use of SIS in 
predictive risk intelligence include protection of the data being used in predicting risk, data 
privacy and consent from those whose data has been collected from data providers such as 
social media sites. Also, there are issues relating to the transparency and accountability of 
processes used in predictive intelligence. Further, the interviews highlighted the issue of bias 
in using the SIS for making predictions for specific target clients. The last ethical issue was 
related to trust and accuracy of the predictions of the SIS. In response to the issues that 
emerged from the case study, Prewave has put in place different mechanisms to ensure 
responsible innovation through what they call Responsible Data Science. Under Responsible 
Data Science, the identified ethical issues are addressed by following a code of ethics, 
engaging with stakeholders and ethics committees. 
 
The ethical issues identified from the interviews are not any different to those covered in the 
literature. However, they affirm that the use of SIS in predictive risk intelligence poses similar 
ethical issues regardless of the sector in which the technology is used. This case study report 
is important because it provides lessons for the responsible implementation of SIS in industry, 
particularly for start-ups such as Prewave. The report acknowledges ethical issues with the 
use of SIS in predictive risk intelligence and suggests that ethics should be a central 
consideration for companies and individuals developing SIS to create meaningful positive 
change for society. 
 
The report has some limitations regarding the range of the identified ethical issues.  Prewave 
is a start-up, and its technology is still being developed thus more issues could emerge over 
time regarding the ethical implications of the technology. Nonetheless, the case study gives 
a starting point for reflection by revealing some of the current ethical issues, therefore laying 
a foundation for anticipating on future issues with the use of SIS in predictive risk intelligence 
and how they could be addressed.  
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Introduction 

The use of predictive risk intelligence through the combination of Artificial Intelligence (AI) 
and Big Data is reaching new horizons, alternatively known as smart information systems 
(SIS). SIS are widely used to provide intelligence in many areas predicting risk, such as supply 
chain management (SCM) (Bendoly, 2016), sustainability (Kant and Sangwan, 2015), medicine 
(Williams et al., 2018), finance (Xia et al., 2013) and insurance (Baecke and Bocca, 2017).  All 
these approaches involve the use of advanced machine learning techniques that integrate 
data to deliver predictions of risks affecting the critical elements of enterprises and 
communities.  

One company that is developing such risk intelligence is Prewave. Prewave is an AI spin-off 
that was created at the Vienna University of Technology through seed financing and 
investment from IST Cube. IST Cube is a new incubator and accelerator based at the Institute 
of Science and Technology in Austria, and Pioneer Ventures (TU Wien 2018). Prewave came 
about as a result of five years of intensive machine-learning research at the university (TU 
Wien 2018). Prewave’s technology aimed to develop an approach towards risk intelligence 
and management through the use of social media, news data, and supply-chain data and AI.  

SIS technologies are advancing at a remarkable rate, and this may lead to many beneficial 
applications such as predictive analytics. Harnessing this advancement, Prewave uses SIS to 
suggest predictive risk intelligence for improvements in areas such as supply chain 
management (SCM), insurance, and finance (WeXelerate 2018). However, the use of such 
technologies come with some ethical concerns such as data privacy, integrity, transparency 
and fairness, bias and the accuracy of predictive intelligence. Using Prewave as a case study, 
this report addresses the research question: how do organisations working with predictive 
risk intelligence perceive ethical concerns related to SIS and in what ways do they deal with 
them? To address this research question, data was collected through a literature review, two 
semi-structured interviews with participants from Prewave, and a review of their website and 
the company’s case studies. 

In section 2, the report presents a review of the current use of SIS in predictive risk 
intelligence. Section 3 discusses a range of ethical issues surrounding the use and 
implementation of SIS in predictive risk intelligence. In section 4, the report describes 
Prewave and outlines the objectives of using SIS in the organisation. This section also 
discusses the effectiveness of SIS used in Prewave, before considering the impact of such 
systems on the organisation. In section 5, the report presents ethical issues that were 
identified in the use of SIS at Prewave. Following the identification of ethical issues, section 6 
presents remedial actions that are used to recognise and address ethical issues in the 
company. This report contributes to the understanding of ethical issues when using SIS in 
predictive risk intelligence and supports the discourse that is aimed at addressing those 
issues. 
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1. The use of SIS in Predictive Risk Intelligence 

The use of SIS in predictive risk intelligence is based on models that are developed using non-
conventional approaches such as artificial neural networks54 and support vector regression55 
(Kant and Sangwan, 2015). Such predictive analytical models can be used to identify both 
long- and short-term risks. Predictive risk intelligence is gaining ground because it leads to 
better allocation of resources, targeted prevention strategies, and improved decision support 
(Torous et al., 2018). To this effect, new statistical methods are being developed to optimally 
utilise existing data and make the most accurate predictions about risk (Kant and Sangwan, 
2015; Torous et al., 2018). 

Key to the use of SIS in predictive intelligence is machine learning. Machine learning is an AI 
approach to make predictions by learning from existing data instead of requiring additional 
programming (Cohen et al., 2014). Machine learning utilises modern computing and 
mathematical algorithms to build models based on available data sets, in which the model 
itself can improve with experience (Torous et al., 2018). Using machine learning, SIS are 
capable of recognising complex combinations of variables that reliably predict an outcome 
(Hall and Pesenti, 2017; Williams et al., 2018). SIS employs machine learning to analyse large, 
heterogeneous data sets that are then used to predict outcomes for a wide range of 
eventualities including risk.  For instance, the modelling and predictive capabilities of SIS can 
be applied in industry and communities, which promotes efficiency and effectiveness of 
decision-making (Bentley et al., 2018).  

The current generation of SIS is particularly suited for augmenting or automating tasks that 
involve at least some broadly defined predictive function. These cover a wide range of tasks, 
occupations and industries, from driving a car (predicting the correct direction to turn the 
steering wheel), diagnosing diseases (predicting its cause), to recommending a product 
(predicting what the customer will like), or writing a song (predicting which note sequence 
will be most popular) (Brynjolfsson et al., 2017).  

1.1 Predictive Risk Intelligence in Supply Chain Management (SCM) 

At the core of the use of SIS in predictive risk intelligence in supply chain management (SCM) 
is Big Data. The use of SIS carries with it the opportunity to change the SCM design and day-
to-day decision-making. Thus, SIS are used to provide predictive intelligence through a range 
of techniques, resources, tools, and applications, ranging from baseline statistical analyses to 
advanced simulations (Waller and Fawcett, 2013). This growing combination of resources, 
tools, and applications has significant effects in the field of supply chain management. Some 
of the effects include improving forecasting accuracy, reducing costs and gaining better 

                                                           
54 An artificial neural network (ANN) is an implied model of the biological neuron to make decisions and 
conclusions by simulating the human brain’s work (Bryant and Frigaard, 2006) 
55 Support Vector Regression (SVR) is a tool from machine learning that can build a regression model on 
historical time series data for the purpose of predicting future trends (Xia et al., 2013) 
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contextual intelligence across supply chain operations, which translate into lower costs and 
quicker response times to customers (Jeble et al., 2018; Waller and Fawcett, 2013). 
 
SIS are also used to revolutionise supply chain dynamics through data sets, new methods of 
data science and new applications in the form of predictive analytics (Bendoly, 2016). Some 
of the methods that are used in SCM predictive analysis harness the potential of social media 
to provide large datasets (Singh et al., 2018). Using social media in predictive analytics in SCM 
is prevalent. For instance, SIS are used for data capture at multiple points in the supply chain 
process in order to determine risks and opportunities. These data may be consumer 
sentiment data resulting from Tweets, Likes, and product reviews on websites (Singh et al., 
2018; Waller and Fawcett, 2013).  

1.2 Predictive Risk Intelligence in Insurance 

Machine learning (ML) algorithms promise advancements in insurance risk management. 
Advances in computational power, the increasing amount of available risk data and the 
quality of data collected have helped SIS develop further when it comes to predicting risk and 
can therefore help in insurance decision-making processes (Baecke and Bocca, 2017). As is 
the case with other areas where SIS is used for predictive risk intelligence, the advances in SIS 
technologies allow ML algorithms to learn patterns in data which are indiscernible to human 
eyes and predict future risks (Jordan and Mitchell, 2015).  For instance, SIS based on these 
algorithms can automate an expert insurance analyst’s work, make routine decisions 
independently and raise problematic cases for review. As a result of such use of SIS in 
insurance, valuable expert time can be allocated where it is most needed while keeping the 
risk assessment up-to-date and available for all of its users. Automatic credit risk scoring 
systems, based on ML algorithms, are behind most current credit decisions and aid in 
calculating insurance premiums to cover different types of credit based on the risk of 
defaulting payment (Louzada et al., 2016). 

1.3 Predictive Risk Intelligence in Finance 

In finance, SIS plays a significant role in predicting risks and future trends in the financial 
market, and in support of decision-making in trading financial instruments such as stock 
(Coyne et al., 2017; Fischer and Krauss, 2018; Geng et al., 2015). Stock market prices are 
volatile. Wang et al. (2016) suggest that SIS can be used to make predictions in the stock 
market. It also serves as an early recommendation system for short-term investors and an 
early financial distress warning system for long-term shareholders. The predictions are made 
using price data to predict market index direction and stock price direction, and highlight risks 
and opportunities within the financial market (Fischer and Krauss, 2018; Geng et al., 2015). 
Therefore, SIS is also used by business owners, investors and policymakers alike to speculate 
on risks and trading trends (Coyne et al., 2017; Xia et al., 2013). For instance, investors and 
consumers use social media to share their thoughts and opinions which creates a large 
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amount of data that can be used for predictions. An example is StocKTwits56 which is a social 
media platform used by investors to share information on stock trading (Coyne et al., 2017). 
Using SIS, such information is employed to understand and predict individual stock prices and 
determine risks associated with the stocks.  

1.4 Predictive Risk Intelligence in Medicine  

There is a growing use of SIS in predictive risk intelligence in medicine. For instance, rapid 
progress has been made in clinical analytics-techniques for analysing large quantities of data 
and gleaning new insights from that analysis to identify and manage high risk and high-cost 
patients (Bates et al., 2014; Hamet and Tremblay, 2017). There are several opportunities to 
use SIS to reduce the costs of health care and to help identify high-risk patients, such as those 
at risk of cardiac arrest (Cohen et al., 2014; Petersen, 2018; Williams et al., 2018). Also, models 
based on ML can instantaneously consider the risk of all patients in a hospital and their 
individual therapeutic preferences (Cohen et al., 2014). 

1.5 Predictive Risk Intelligence in Sustainability  

Although progress with the use of SIS has largely been limited to areas such as medicine and 
finance (Keeso, 2015), there is a pressing need to integrate SIS within sustainability. 
Sustainability (environmental, social and commercial) is an emerging area for SIS applications. 
For example, some emphasise the need for SIS in the promotion of sustainability to attain 
business and strategic benefits (Hazen et al., 2016; Mani et al., 2017). Hazen et al. (2016) and 
Mani et al. (2017) support the need for techniques that can process a large volume of data to 
gain actionable insights into environmental, social and economic sustainability. 
 
Using SIS to generate insights at both strategic and operational levels is considered crucial for 
sustainability. Particularly in the supply chain’s operation-planning phase, SIS have been used 
widely to solve problems with procurement, inventory, and logistics (Hazen et al., 2016; Wang 
et al., 2016). Hazen et al. (2016) and Wang et al. (2016) further suggest that the use of SIS 
analytics can help predict and avert risks but also create innovative resources which can 
deliver strategic advantage and sustainability.  
 
Correspondingly, a study by Chopra and Sodhi (2014) showed that the use of SIS in supply 
chain risk management could avert potential disruptions and help in rapid recovery from 
disruption. Such disruptions in the supply chain may be caused by various risks including 
material flow risk, information flow risk and financial flow risk (Chopra and Sodhi, 2014). 
 
In this section, several areas of the use of SIS in predictive risk intelligence were discussed to 
provide a picture of the state-of-the-art. Despite these positive uses of SIS in predictive risk 
intelligence, there are related ethical issues, which will be covered in the following section. 

                                                           
56 https://stocktwits.com/ 
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2. Ethical Issues with SIS in Predictive Risk Intelligence 

The use of SIS in predictive risk intelligence raises several ethical issues. During background 
research into the ethical issues of using SIS in predictive risk intelligence, a number of sources 
were used. These sources included journals such as Science, and the International Data 
Privacy Law journal. Also, insights were derived from proceedings from conferences such as 
International Conferences for Internet Technology and Secured Transactions to further 
understand the ethical issues with SIS technologies. In coming up with relevant literature, a 
broad search of keywords using different variations was conducted in databases such as 
Google Scholar and Scopus. After reviewing these articles, some ethical concerns with th use 
of SIS in predcitive intelligence such as security and privacy, integrity, transparency and 
algorithmic bias were established.  

2.1 Security and Privacy Concerns 

Ideally, predictive analytics or predictive intelligence involve linking data from multiple 
sources with social data to identify trends and provide insights for decision-making. With 
many new sources of data becoming available, such as data from social media applications, 
aggregating these data sources to achieve predictive analytics raises privacy concerns and 
requires new ways to preserve privacy (Bates et al., 2014; Petersen, 2018).  

Several of the concerns, such as automated spear phishing57 and personalised propaganda58, 
rely on the owners of SIS gaining unauthorised access to personal information about 
individuals. The risks posed by the use of SIS to security and privacy are exacerbated by poor 
threat-detection methods that misclassify malicious threats as benign, fail to detect key 
provocations or involve authentication mechanisms capable of misidentification and 
misinformation due to data misuse (Gupta, 2018; Horvitz, 2017). 

One example that highlighted some of the privacy concerns with SIS was the Cambridge 
Analytica-Facebook scandal. In 2016 Cambridge Analytica was involved in creating advantages 
for candidates in elections in the United States of America (USA) and the United Kingdom 
(UK). Cambridge Analytica, in conjunction with Facebook, was at the centre of harvesting and 
using personal data to influence the outcome of the US 2016 presidential election and the 
2016 UK Brexit referendum. Cambridge Analytica used Big Data and advanced ML techniques 
to provide a full suite of services to enable highly targeted marketing and political 
campaigning, which raised concerns with regards to the privacy of those whose data had been 
accessed (Gupta, 2018; Isaak and Hanna, 2018). 

                                                           
57 The fraudulent practice of sending emails from a known or trusted sender to induce targeted individuals or 
organisations to reveal sensitive information 
58 Information, especially of a biased or misleading nature, that is not objective and is used to influence an 
agenda or point of view. 



 

9 
 

2.2 Integrity 

Another ethical issue with predictive risk intelligence relates to a lack of integrity when 
designing or using algorithms. For many companies, revealing certain information would have 
a knock-on effect on their business. Therefore, they may compromise the integrity of their 
processes in order to save their business (Hacker, 2018; Terzi et al., 2015). There is a potential 
for an imbalance between a business’s interests and its moral obligations to other 
stakeholders. For instance, a company may propose a prediction that may improve particular 
social conditions around the world, but it may be unclear about its social obligations and to 
whom it is accountable. In a case where a company’s client uses morally unacceptable 
practices such as discriminatory profiling, there is a much higher likelihood of risk to the 
company which offers the predictive intelligence if this information is revealed, and so 
algorithms could be intentionally designed to ignore the practice (TU Wien, 2018). 

2.3 Transparency and Fairness of Automated Decision-making 

A further concern with the use of AI in predictive risk intelligence is the transparency and 
fairness of the algorithms used with the intelligence (Wachter et al., 2017a). According to 
Wachter et al., (2017) this concern arises because SIS use complex and opaque algorithmic 
mechanisms that can have many unintended and unexpected effects. When it comes to 
transparency and fairness in the automated decision-making process, such as predictive risk 
intelligence, users or clients only get a limited idea of why a decision has been made in a 
certain way, which does not mean the decision is justified or legitimate (Wachter et al., 
2017b). 

Some scholars, such as Hacker (2018), Horvitz and Mulligan, (2015) and Meira (2017), affirm 
that when it comes to the use of SIS in making decisions, for instance around risk, there may 
be a lack of transparency around what data is being used to train decision-making algorithms 
in the first place. A real-life example of such issues is the case of the Wonga payday lender in 
the United Kingdom. Wonga obscurely used more than 7,000 data points to assess how likely 
applicants were to default on a loan (Katwala, 2018). 
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2.4 Algorithmic Bias 

There are also concerns about the reliability of using AI in making predictions. For example, 
AI can learn bias and prejudicial values when they are present within the dataset, leading to 
unfair or inaccurate predictions (Barocas and Selbst, 2016; Crawford and Calo, 2016). A lack 
of reliability in the predictions that are made by the SIS can be introduced when certain data 
are either included in or excluded from the training dataset (Williams et al., 2018). Due to 
potential bias in developing algorithms, AI can learn pre-existing inequalities that are present 
in the training dataset, resulting in a bias towards historically disadvantaged populations 
(Barocas and Selbst, 2016). 
 
Additionally, data can be manipulated and misinterpreted according to the predispositions of 
those who are handling and manipulating data for making predictive intelligence (Katwala, 
2018; Terzi et al., 2015).  An example of such bias is given by Hacker (2018) regarding the use 
of SIS in predictive medical intelligence. In predictive medical intelligence, the algorithm may 
reflect existing biases, with certain medical treatments being chosen on the basis of the 
practising physician's speciality. Such issues highlight the importance of integrating data 
quality protocols and high ethical standards to mitigate bias and discrimination when using 
SIS for predictive intelligence (Hacker, 2018). 
 

3. Prewave: A Company using SIS for Predictive Risk Intelligence 

One of the companies using SIS in predictive risk intelligence is Prewave. Prewave was 
incorporated in 2017 and stems from five years of advanced ML research conducted at the 
Vienna University of Technology. Prewave’s technology generates risk intelligence for its 
clients, derived from worldwide social media and news data. Using Prewave, a leading global 
logistics provider has successfully integrated a working prototype for SCM applications, and 

The Wonga Case: Use of Leaky Data 

Wonga was the most high profile and controversial payday lender in the UK which used technologically 
advanced AI and Big Data techniques to automatically sorting through over 7,000 different data points, to 
sort borrowers who will repay from those who will not, based on its distinctive method of credit 
assessment.  

According to Joe Deville’ s study published in Charisma on Consumer Marketing Studies, Wonga was using 
a variety of leaked data on credit scores, IP addresses, type of browser and time of the day the application 
is made and applicant News feed on Facebook to predict if a borrower would default. However, it is was 
not transparent how calculations were made to come up with the predictions.  More information can be 
found via, http://www.charisma-network.net/finance/leaky-data-how-wonga-makes-lending-decisions  

http://www.charisma-network.net/finance/leaky-data-how-wonga-makes-lending-decisions
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it is hoped the technology will lead to substantial benefits for other markets, such as 
sustainability and insurance.   

 

Figure 1: Prewave’s operation (Source: www.prewave.ai ) 

Prewave uses data retrieved from Facebook, YouTube, Twitter and local networks in each 
country being assessed (such as the Chinese Weibo) to construct a risk analysis profile for 
companies and establish approximate predictions for their decision-making team (Dax, 2018). 
The SIS used in Prewave involve constantly learning and evolving AI techniques that can offer 
relevant, advanced predictions for a vast canvas of potential risks affecting business 
operations (TU Wien 2018). Prewave develops technologies to predict and detect social 
events using a variety of external data sources, including social media data.  

The data collected were analysed using a thematic data analysis technique which was both 
deductive and inductive. The deductive themes were derived from the interview questions to 
begin the analysis process. Using Nvivo qualitative data analysis software, categories were 
established into different nodes during a two-day SHERPA consortium workshop. 
Consequently, inductive themes emerged from the interview transcripts to inform this case 
study report 

3.1 Individuals Interviewed 

To obtain an in-depth understanding of the ethical issues related to the use of SIS in Prewave, 
two individuals from the company were interviewed after giving their consent to use their 
data for publication. The roles of the individuals interviewed included managing the 
operations of the start-up to controlling data science and business analysis, including 
marketing. Table 1 shows the interviewees and their roles. 
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Interviewee Role in the Prewave Date of Interview 

Interviewee 1 Managing Director   27.09.2018 

Interviewee 2 Business Analyst 27.09.2018 

Table 1: Interviewee roles in Prewave 

3.2 The SIS used by Prewave 

The core technology used in Prewave is termed The Prewave Prediction Engine. The 
prediction engine uses smart information systems that enable the company to detect risk 
events on a global scale, days and sometimes even weeks before they happen (Prewave, 
2018). The predictive intelligence is used to improve decision-making for various application 
domains and markets, ranging from Non-Governmental Organisations (NGOs) to supply chain 
management, corporate sustainability, and the insurance industry (Interviewee 1). 

The SIS is used to analyse media streams with advanced data analytics technologies. This 
involves data retrieval from a range of social media sites, which is then analysed by ML 
algorithms to determine predictive outcomes for clients. The algorithms are trained in a 
number of languages and can evaluate a wide range of risk factors. Prewave’s primary 
background is the analysis of SCM and logistics, to determine possible supply chain 
disruptions and identify suitable alternatives, but its analytics have branched out to 
encompass the identification of insurance risks and business interruptions, as well as 
establishing issues affecting finance companies and sustainability agendas (WeXelerate, 
2018). Prewave offers its predictive knowledge through plugins, application programming 
interfaces (API), and the Prewave web-based mapping (Prewave 2018). 

Prewave used SIS to predict major national port workers strikes across seaports in Indonesia 
18 days before they occurred (Prewave, 2017). The cooperative for workers responsible for 
loading and unloading cargo triggered the strikes because it was dissatisfied of its workers’ 
rights. Using SIS, Prewave was able to detect consistent pre-signals in social media messages 
and formulated an alert and risk level of impending strikes (Prewave, 2017).  

3.3 The aims of Prewave in using these systems 

There are several reasons Prewave uses SIS in support of its core business. The first 
interviewee mentioned that Prewave is a start-up that operates within the IT sector focussing 
on data analytics. Therefore, the SIS aims to analyse data and provide services to its clients 
on a range of decision-making processes. Interviewee 1 said that:  

‘we produce the algorithms and the business model is [that] we actually sell data’. 
(Interviewee 1) 

This was confirmed by Interviewee 2:  
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‘Prewave has the ability to extract insights that have the power to change practices in 
the world of enterprise, social, environmental, ethics and chain of custody intelligence 
to expose supply chain risk’. (Interviewee 2) 

The SIS in Prewave is aimed at understanding real events affecting international supply chains, 
the discovery of critical elements across the impact value chain, and real-time knowledge for 
business continuity (Prewave, 2018a).  

To encapsulate the aims of the SIS in Prewave, Table 2 shows the areas within the suppliers’ 
ecosystems where predictive intelligence offers virtual insights. 

 

Area of Supplier Ecosystem Examples of insights gained from SIS 

Social systems Human and labour rights issues or violations, labour 
unrest, unfair treatment of workforce, child labour, 
discrimination 

Environmental systems Environment, health and safety (EHS) violations or 
concerns, workplace accidents, hazardous materials, 
waste disposal, pollution 

Ethics Lawsuits, civil charges, corruption, political ownership or 
influence 

Chain of custody Actions or behaviours that may reveal violations 

Additional risk insights Historically associated risks both human-made and 
natural 

Table 2: Use of Predictive SIS in Suppliers’ Ecosystems (Adapted from www.Prewave.ai) 

Prewave is currently piloting the use of systems from the insurance field to identify product 
risks, using SIS. An example was given by Interviewee 1 in relation to predicting risk for a 
cosmetics company:  

‘if you have a cosmetics company producing shampoo or makeup, and if people are 
publishing that they get allergic reactions related to that product, that would be a risk 
that can show up on social media, for example, or in news data….So we focus on early 
detection, so many other companies do real-time risk monitoring, but we aim to detect 
the risks even before they happen […] very quickly in multiple languages’. (Interviewee 
1) 

In addition to using SIS in predicting a health and safety risk, Prewave also uses it in predictive 
finance by analysing data:  

http://www.prewave.ai/
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‘for investors to understand where their money is actually going and therefore make 
better decisions’ (Interviewee 1).  

Similarly, the SIS is also aimed at providing local information on supply chains to help clients 
know if a supplier is risky to work with, by highlighting if there have been problems with that 
supplier in the past (Interviewee 1). 

In terms of ethics, according to Interviewee 1, the SIS is aimed at highlighting:  

‘wrongdoing by structuring unstructured information on a huge amount of issues and 
using that to blow a whistle in a non-aggressive way that can help the company, help 
the economy and help all the shareholders and stakeholders around the company’ 
(Interviewee 1).  

To add to this, the SIS that is used in Prewave is aimed at:  

‘making data structured and relevant for the right reasons to the right causes in a world 
with insane amounts of very messy unstructured data’ (Interviewee 2). 

3.4 The Effectiveness of the SIS  

The SIS used in Prewave is proving to be effective toward its aims and goals. This was 
suggested by Interviewee 2, who talked about the positive strides that the Prewave SIS is 
making. The interviewee said that the SIS:  

‘has the ability to extract insights that have the power to change practices in the world 
of enterprise’. (Interviewee 2) 

The SIS allows for better decision-making, which means a more informed understanding of 
what is entailed by certain decisions, the actions that will come from those decisions and any 
knock-on effects. Therefore SIS has a big role in making decisions that are based on an 
informed understanding of the issues surrounding risk in insurance, supply chain 
management and sustainability. 

According to the interviewees, the use of SIS in Prewave is so effective that the company is 
evaluating opportunities in different domains, such as finance.  Apparently, the SIS has some 
good testimonials from users. It was indicated by Interviewee 1 that a client who invested in 
a company in a different country received a report about potential risks there, and 
acknowledged that the information was crucial in understanding the problems faced by 
people living around the client’s company in that respective country. 

Despite the effectiveness of the SIS thus far, Interviewee 1 admitted that there is still a need 
to have a human verification step within the process, considering that the SIS is still being 
developed. The interviewee further said that there is a need to improve and learn how to 
calibrate the AI better.  
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Regarding the maturity of the SIS in Prewave, according to Interviewee 2, the system is in its 
growth stage, and there is still room for it to mature and be refined so that the processes 
become more effective and more efficient over time. For example, the website is still being 
developed to make it more user-friendly and informative to increase online traffic. 

3.5 General Impacts of the SIS  

The SIS has some positive impacts on society and industry. The target market of the SIS is not 
localised to a geographical region, but has also shown impact in several parts of the world 
(Prewave, 2018b; TU Wien, 2018). One of the impact of the SIS has been its capability to 
detect positive use cases that are used to limit risk in areas that affects local and international 
economies such as finance and sustainability.  

For instance, Prewave is trying to launch a pilot with labour unions in different countries to 
see if they could use the SIS to predict strikes and help the unions use the latest technologies 
to know what is going on, and support their members effectively. Interviewee 1 gave an 
example whereby Prewave provided predictive intelligence on labour unrest and industrial 
accidents to a Non-Governmental Organisation in Hong Kong. The predictive intelligence 
provided information that was published in an effort to make the labour unrests and industrial 
accidents transparent. 

3.6 Stakeholders of Prewave SIS  

The stakeholders of Prewave’s SIS are wide-ranging. Interviewee 2 said that the stakeholders 
include:  

‘mother earth, the employees, the communities around the world that we’d extract 
data from, the public and the investors behind us’. (Interviewee 2) 

This shows that potential stakeholders for SIS range from individuals (citizens) to 
governments. For example, labour unions are interested, along with people from different 
organisations, NGOs, the investor community, and the general public. 

So far, this report has covered the use of SIS in Prewave and its effectiveness towards 
achieving the organisation’s aims and the aims of the different stakeholders. However, 
despite all the positive impact that predictive intelligence could offer, there are some ethical 
issues. A number of them have been highlighted in the literature as briefly discussed in section 
3 above. The next section outlines the ethical issues that emerged specifically with the use of 
SIS in Prewave. 

4 Ethical issues with the SIS used in Prewave 

A number of ethical issues arose from the use of SIS for predictive risk intelligence. Some of 
the ethical issues that emerged correspond to those that have been covered in the literature 
with regards to the use of SIS in predictive intelligence in supply chain management, 
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insurance, finance, medicine and sustainability.  The ethical issues that emerged from the two 
interviews related to privacy and data protection, transparency and accountability, reliability, 
and finally trust and accuracy of the predictive intelligence. These ethical issues are discussed 
below. 

4.1 Privacy and Data Protection  

The first ethical concern that came out of the interviews was to do with privacy and data 
protection. The use of social media data has many implications for privacy, as has been seen 
in the case of Cambridge Analytica, which was using Facebook data for predictive analysis 
(Isaak and Hanna, 2018). With the use of social media data, there is the likelihood that the SIS 
could have unauthorised access to the personal data of unsuspecting social media users 
whose data are collected for predictions, which poses a risk to privacy. Considering that the 
SIS used by Prewave collects a lot of social media data, this poses a concern, especially if there 
are outsiders such as hackers who could get hold of the data collected and use it for purposes 
that were otherwise unintended.   

The issue of privacy and data protection is also linked to the malleable nature of the 
techniques used to predict risk intelligence. Despite having security procedures in place, the 
techniques used in predictive intelligence could have disruptive effects in the flow of ideas, 
and access to information that results from the advancement of innovation around the 
information marketplace. This risk is further exacerbated by the interconnectivity of 
technologies that are used in SIS whereby localised systems are becoming more integrated 
into larger systems that govern every aspect of people’s lives such as social media. Such larger 
systems are being controlled by multi-national organisations or governments which has a lot 
of implications on the privacy of the data being collected and stored. 
 

4.2 Transparency and Accountability 

From the interviews, the second ethical issue relating to the use of SIS in Prewave is 
transparency. It was established that the processes used to cultivate the predictive 
intelligence are not yet transparent. For instance, Interviewee 1 mentioned that:  

‘[people] understand what we are doing, but they do not know how we are doing it; 
it’s actually our goal, also, to keep that a secret, because that’s the only way, and 
because we can’t really ask for a patent, that’s what we checked, it’s very hard to 
protect our intellectual property’. (Interviewee 1) 

The issue of transparency in this case seems to be a result of protecting the business, which 
could be argued to be valid for Prewave’s survival. However, it is still an ethical concern when 
there is no transparency in how the data is collected and manipulated. This was also 
confirmed by Interviewee 2 who said:  
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‘we actually try to keep it secret […] which is sometimes a bit of a problem if you want 
to talk to universities and collaborate’. (Interviewee 2) 

To show how the issue of transparency is significant in the use of SIS in Prewave, Interviewee 
1 stated that:  

‘data providers, for example, Twitter, figured out that we’re using their data and that 
we’re using it quite actively and asked us if we could provide some feedback on how 
their data is shipped and so on’. (Interviewee 1) 

This shows that the issue of transparency is relevant on both sides of the process, for the data 
subjects (the public), and the data providers. 

The issue of transparency in using the SIS to predict risk intelligence also has implications for 
informed consent. The assumption is that since the data is public, the data subjects do not 
clearly object to others using it. This was suggested by Interviewee 1 who said that:  

‘so they don’t know that we analyse the data; the data is public, and thereby also 
considered to be in the public domain and, by publishing their data on the platform, 
they agree or even ask the platform to publish it’. (Interviewee 1) 

Such an assumption is open to scrutiny and has some similarities to the case of Cambridge 
Analytica mentioned in section 5.1 above. 

However, with regards to internal transparency, Prewave reports its activities to its funders 
and its employees through regular meetings. For example, Interviewee 1 stated that public 
funding of organisations in Austria triggered a lot of discussion around ethics and human 
rights, because as a start-up Prewave uses both private equity and public funding, and so 
there is a need for accountability and transparency to these public organisations where the 
risks and benefits of the technology are discussed.  

4.3 Bias 

The third ethical consideration with the use of SIS in Prewave is bias. The issue with bias in 
the use of SIS can manifest through the selection of clients for predictive risk analysis. 
Interviewee 1 stated that the company ‘consciously’ selects their clients. This sounds as if 
there are some preconditions in selecting clients who would work well with the Prewave 
system. In this case, there is a high chance of bias or predisposition which could have 
implications on how the algorithms are designed and used.  

For example, Interviewee 1 mentioned that the sample to use for predictive intelligence is 
preconceived to give certain expected outcomes. The interviewee said that there are 
objectives when picking the sample size, so that samples of potential interest are selected, 
which could give certain results, as mentioned in the excerpt below:  
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‘… if there is an abnormality, then we would detect it as something that is potentially 
wrong or potentially of interest, like a corrupt event. If it’s said by several people [then] 
the sample size is … more objective. Then we can pick it up’.  

4.4 Trust and Accuracy 

The fourth ethical issue is around trust and the accuracy of the SIS in predicting risk.  This may 
possibly be a result of using misrepresentative data or misrepresenting information, as 
suggested by Interviewee 1:  

‘if we paint a different picture to what it actually is in reality, only because the public 
representation looks like that […] that’s a real issue, and that’s a risk that could arise’. 
(Interviewee 1)  

The interviewee acknowledged that there is a risk with accuracy of the predictive intelligence. 
If the intelligence is inaccurate, it will have a knock-on effect on the trust of the clients or 
stakeholders that use such information. 

When it comes to using Big Data, Interviewee 2 indicated that accuracy is fundamental 
because of the influences that surround the data manipulation such as ‘data promiscuity’.  
Data promiscuity is the desire to mix data for indiscriminate purposes and so has the potential 
to lead to inaccurate outcomes.  Interviewee 2 also stated that with the use of SIS in predicting 
risk, it is important that the:  

‘outcomes are more targeted and are a clearer representation of that data that can be 
used for some sort of betterment’. (Interviewee 2) 

The interviewee further said that an accurate identification or a prediction is something that 
can be used for a good decision, rather than going towards unclear outcomes, therefore: 

 ‘[the] problem is finding a clear way […] to use the data in the best way possible. Have 
it measurable, visible and tangible in front of you as opposed to just getting caught up 
in the flood of buzzwords’ (Interviewee 2), 

The issue of accuracy is also connected to the effectiveness of the SIS when predicting risk. 
Prewave acknowledges the limitation of the SIS that is used in the company and therefore 
considers involving human intervention in ensuring accuracy. Interviewee 2 said:  

‘we need to find out what our clients would tolerate. If they say, okay, they want 99% 
accuracy and no wrong alerts at all […] then I think we will always have the last step 
where a human, at least for some of the cases where our machine says “I’m not sure,” 
needs to make the last decision. So I think it will be hard to eliminate the human 
totally’. (Interviewee 2) 

In this section, we covered some ethical issues that are related to the use of SIS in Prewave. 
It is fair to say that the company recognises most of the issues that emerged in the literature 
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review such as privacy, integrity, transparency and  bias. To show such recognition, Prewave 
has put in place some measures to address the ethical issues. These remedial measures are 
presented in the next section. 

5 Prewave’s Effort to Address the Ethical Issues  

 

Figure 2: Responsible Innovation at Prewave (Source: www.respact.at) 

Prewave recognises that it functions in a time of advancing technology, when data privacy 
implications are prevalent. In order to ensure that the issue of data privacy is addressed in a 
way that mitigates the risks connected with data breaches and lawsuits, the company follows 
Responsible Data Science. Responsible Data Science involves methods aimed at limiting the 
potential for misuse of personal data and the risk of undermining public trust through 
fairness, accuracy, confidentiality, and transparency of data use (van der Aalst et al., 2017). 
Under Responsible Data Science, Prewave aims to adhere to a code of ethics. The code of 
ethics is aimed at ensuring that the use of SIS in Prewave remains legal, ethical, socially 
responsible and accountable to different stakeholders (Prewave, 2018c). As pointed out in 
section 5.3 above, transparency is one of the ethical issues that relate to the use of SIS in 
Prewave’s predictive intelligence business. However, Prewave is aware of the ethical concern 
and has put provisions within its code of ethics to address it. For instance, it is stipulated in 
the code of ethics that the company aims: 

 ‘to ensure transparency about their activities and what may happen as a result of the 
data that they provide and that their technologies will provide a benefit and value to 
society while minimising risk’ (Prewave, 2018c). 

Prewave also has a data privacy and protection plan which covers the use of lawfully obtained 
publicly available or proprietary data; aggregation and anonymisation of meta-data of users, 
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and adherence to all applicable data protection laws (Prewave, 2018b). Further, the 
company’s data protection approach includes a commitment not to grant full exclusivity on 
generated social unrest event data to any single party, unless the data is used to minimise the 
risk of suppression of unrest events, or to protect the violation of human rights (Prewave, 
2018b). 

Under Responsible Data Science, Prewave has access to an Ethics Committee, which provides 
advice on ethical issues related to the research and work that is carried out in the company. 
In addition to the Ethics Committee, Prewave engages a variety of stakeholders in its 
operations:  

‘through dialogue, posts, case studies […] that would highlight parts of Prewave 
development’. (Interviewee 2) 

This includes:  

‘meeting with external stakeholders to ask for their opinions, and to find out about the 
risks and develop ways to tackle them’. (Interviewee 2) 

 

Figure 3: Role of Stakeholder Engagement in Prewave (Source: Prewave) 

From the discussion above, it can be learnt that although the use of SIS in Prewave poses 
some ethical concerns, there are remedial actions that have been put in place to address the 
issues raised in this case study.  Similar companies that use SIS for predictive intelligence could 
learn from the remedial measures that are taken by Prewave and apply them in their business.  



 

21 
 

6 Conclusion 

The Prewave case study has highlighted the use of Smart Information Systems (SIS) in 
predictive risk intelligence in domains such as insurance, supply chain management and 
sustainability, in addition to medicine and health science where it has predominantly been 
applied.  In addition to the benefits of using SIS to predict risk intelligence used to inform 
some decision-making processes for better outcomes in industry or communities, the case 
study also highlighted some related ethical issues. The issues identified from the interviews 
in section 5 are comparable to those discussed in the literature in Section 3 and shows that 
the use of SIS in predictive risk intelligence poses similar ethical issues regardless of the sector 
in which the technology is used.  Therefore, the main ethical issues that have emerged from 
the case study include protection of the data being used in predicting risk, data privacy of the 
data subjects and consent from those whose data has been collected from data providers 
such as social media sites. Also, there are issues relating to the transparency and 
accountability of processes used in predictive intelligence. Further, the interviews highlighted 
the possibility of bias in using the SIS for making predictions for specific target clients and 
therefore formulating algorithms that will service those clients. The last ethical issue was 
related to trust and accuracy of the predictions of the SIS. 

Prewave recognises the possible ethical concerns that relate to the use of SIS in their 
operations and therefore have put some remedial measures in place to address these issues. 
For instance, there is an ethical code of conduct together with the active engagement of 
stakeholders in discussing some of the activities that the company is carrying out. 

6.1 Limitations 

While a case can be made for the ethical issues identified in this report, it is arguable that the 
most impressive capabilities of the SIS and therefore the ethical issues related to its use in 
predictive risk intelligence have not yet been widely explored. Considering that Prewave is a 
start-up and the technology is still being developed and going through its growth stage, more 
could emerge over time regarding the ethical implications of the technology. The issues 
identified in this study are a starting point and only reveal that there are ethical implications 
for companies using similar SIS to consider. The size of the company and its stage in the 
development cycle could not give a broader picture because like other technologies, the full 
ethical effect of SIS use in predictive risk intelligence in SCM, insurance and sustainability will 
not be realised until waves of complementary innovations are developed and implemented.  

6.2 Contribution  

There is extensive research on predictive intelligence in medical sciences, but there is a need 
to develop knowledge in other fields. The case study on Prewave has offered a significant 
contribution to the discourse on the implementation of SIS, and also around the ethics of AI 
by highlighting some of the ethical issues that result from the many uses of SIS.  Therefore, 
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the case study has offered a new perception on the use of SIS and its ethical implications in 
predictive risk intelligence. 

6.3 Implications of the Case Study 

The case study has implications for theory since it presents original insights from a company 
that uses SIS in predictive intelligence in SCM, insurance and sustainability. The report has 
practical implications for the implementation of SIS in industry, particularly for start-ups such 
as Prewave. Ethics should be a central consideration for companies and individuals 
developing SIS, in order to create meaningful positive change for society. The ethical issues 
resulting from predictive risk intelligence in the areas in which the company operates need to 
be identified and discussed so that they can be addressed. In so doing, companies including 
start-ups, which are developing similar SIS could use the case study to reflect on their 
practices and the ethical implications towards society in the future. For instance, the case 
study has practical implications relating to responsible and inclusive delivery of warnings for 
events. It has never been more imperative to have an open discussion about the proliferation 
of technology and how it will affect privacy rights and data security on both personal and 
national levels. This case study supports such a discussion by showcasing how it is also 
imperative for researchers, and innovators to take heed of the ethical issues and continue 
pondering on remedial actions. 

6.4 Further research  

While the Prewave case study provides a preview of the ethical issues with predictive risk 
intelligence, there is a need to get an understanding of the larger picture of the issues that 
are significant when it comes to using SIS in predictive risk intelligence. This should not stop 
at risk, but also address other aspects of society such as societal welfare. Further research is 
required to uncover additional ethical issues that relate to this emergent field, with a 
particular interest in evaluating and identifying the best ways of addressing the ethical issues. 
Thus, the research would benefit from additional case studies from bigger and leading 
companies in the sector. It would also be interesting to evaluate the differences in how ethical 
issues are recognised and addressed between smaller and well-established bigger companies 
to ascertain mutual learning mechanisms within the sector. 
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